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ABSTRACT

In this article active non-linear optical effects in semiconductors are reviewed.
These processes arise because of the dynamics of excited populations of charge
carriers temporarily created in otherwise empty states when a beam of laser radia-
tion is incident on the material. A large number of different effects have been
observed in different semiconductor materials recently and the non-linearities
cover a wide range of magnitudes both in time-scale and size of non-linearity.
The theory and physical concepts relevant to these processes are described and
experimental observations using both high power pulsed and low power c.w. lasers
are reviewed. Applications in optical bistability, phase conjugation, optical gating
and optoelectronic gating are discussed.
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§ 1. INTRODUCTION
1.1. Scope of the review

It is well known that the electrical properties of semiconductors are greatly
influenced by the introduction of charge carriers into otherwise empty bands of
energy levels. These carriers are usually thermally excited, either across an
energy gap or from impurity states, giving the peculiar sensitivity of electrical
properties as well as the microengineering opportunities to construct devices
now common in the practice of microelectronics.

Semiconducting materials also have interesting and usable optical properties.
Until fairly recently most attention has been focused on the classic ‘ passive
effects. Non-linear optical effects leading to frequency mixing, harmonic
generation, parametric amplification and the like are relatively large in semi-
conductors and, in general, larger for smaller energy gaps. In this review we
will address a new subject which has arisen in the last few years and concerns
“active ' non-linear processes. This subject arises because of the possibility
of exciting the material under the influence of a beam of laser radiation in such
a way that real populations of charge carriers are temporarily created in other-
wise empty states. It transpires that a relatively small number of such
optically excited charge carriers can have profound effects on some non-linear
optical properties on timescales ranging between microseconds and picoseconds.
An early discussion of these concepts is given by Smith and Miller (1979).

A study of the dynamics of these excited populations shows that at least
three characteristic times are intimately involved with the processes. The
longest of these is the carrier lifetime or recombination time. This defines
the time for which the excited carriers remain in the otherwise vacant band.
It can be as long as hundreds of microseconds under some conditions and
shorter than nanoseconds under others. The second longest timescale is
imposed by intraband processes which tend to thermalize an initially non-thermal
distribution of optically excited carriers. In magnitude it tends to lie between
a few and a few hundred picoseconds depending upon the detailed conditions.
The shortest time is known as the dephasing or dipole lifetime. 'This time
describes how long a dipole transition between two quantum states of the system
can maintain its phase coherence. By the uncertainty principle it also describes
the effective width of the states. With this explanation of timescales it is clear
that the description of the subject as ‘ dynamic non-linear optics " is justified
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whether the observations are made slowly, for example with c.w. lasers, or
rapidly with the aid of short-pulse techniques. At the time of writing a fair
number of observations of different effects in different materials can be re-
corded. Many of these investigations, using the new experimental facilities
provided by various lasers, began independently and for a variety of different
reasons. It can now be seen that there are many underlying common concepts
which we attempt to unify in this review.

In optical terms, the extent of the excitation depends upon the balance
between the rate of absorption of energy and the appropriate relaxation
mechanisms so that some energy states become temporarily saturated to a
greater or lesser extent. Surprisingly, a large degree of saturation can be
obtained in some cases for intensities as low as 1 W/em?. At the other extreme,
intensities as high as 1 GW/cm? can be incident on semiconducting materials
before laser damage sets in. In practice, then, we are concerned with induced
carrier densities which may range between 10'% and 1022 carriers per cm?.

A major division can be made between absorptive and refractive effects ;
however, both can be described in terms of complex electric susceptibilities.
In our case it is useful to consider the expansion of the component of polariza-
tion P, of the medium in powers of the electric field according to the equation

Pi= Xy B4 X, ® By Byor + Xyjp® By Ejos Ba, (1.1)

For reasons that will be explained, we shall be mainly concerned with
third-order effects, but it is useful to list effects of both active and passive
nature in terms of the susceptibilities and the frequencies contained therein
(Wherrett 1977). This is shown in tables 1 and 2.

We note from tables 1 and 2 that second-order effects are always passive and
therefore not of interest in thjs review. With three terms making up the
algebraic sum of frequencies in third-order effects the occurrence of w, and —w,
together allows excitation in the sense that we have discussed above.

In the field of atomic laser spectroscopy the  system ’ is sufficiently dilute
that individual energy states remain discrete and the phenomenon of saturation
is well known and described by the ¢ two-level atom ° (see, for example, Sargent
et al. 1974, Yariv 1975). Although strong interactions take place between
individual states in the case of solids many of the simple principles concerning
the phenomena of saturation, population inversion and power broadening,
can be transferred to the more dense situation. Coherent phenomena are
difficult to observe due to the very short (picosecond) scattering time out of
individual states. Nevertheless ‘ state filling’ effects can be observed and
saturation takes place readily through ‘ band filling ’.

The macroscopic description of eqn. (1.1) and tables 1 and 2 enables us to
make comparisons concerning the order of magnitude of non-linear effects.
The range is very large. For example, in second-order effects X varies be-
tween 10~ and 10~ e.s.u. depending upon the energy gap of the material.
In ST units this quantity is 10-2-10® m/V, the conversion factor being
X® (e.s.u.)=2-387 x 103 X® (SI). In the third-order case, of interest in this
article, X® defined in terms of the fourth rank tensor by the expression

PO =X,/ B B2 By (1.2)

varies between 101 e.s.u. for GaAs, away from resonance to 1-0e.s.u. for
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Table 2. Active processes: imaginary parts of X4 and X®,

Susceptibility Process

1st order X w5 wy) Linear absorption

3rd order X8 wy 5 wy, —wy, wy) Raman scattering
X®Nw, 5 wy, —wy, wy) Intensity dependent absorption

e.g. two-photon absorption
or saturable absorption
and refraction

InSb at near-resonance to the energy gap at 77 K. (In the SI system these
magnitudes are X® =10-1"m?/V2 and 10-® m?/V? respectively, converted by
X® (e.s.u.)="7-162x 107 X® (SI).) This enormous difference from the ‘ passive’
non-resonant situation is accounted for by band-gap resonant saturation effects
which can be excited by relatively weak laser fields in comparison with the
usual statement that the electric fields must be comparable to interatomic fields
to observe (passive) non-linearity. One should mention that although refractive
effects are described by the real part of X®, they become ‘ active ’ near resonance
and so are included in table 2.

Finally, we should comment that the effects can be so large as to invalidate
the sense of an expansion in terms of powers of the electric fields. In terms of
the two-level model, however, an expression for X is readily obtained containing
in principle all orders of the electric field. The various orders of susceptibility
in the expansion remain useful to compare orders of magnitude in various
materials.

The organization of this review is to some extent arbitrary. Following
brief mention of experimental techniques in § 1.2 we describe the theory and
underlying concepts in § 2 and then divide description of the experiments in
terms of the use of pulsed lasers and relatively high intensities (§ 3) from those
of relatively weak excitation (§ 5). The presence of the laser beam can induce a
transient grating in a material and the method is important enough to merit
a section of its own (§ 4). Finally, we review a variety of applications.

Some topics are excluded : see the work on biexcitons covered by Chemla
(1980) ; we also omit photoconductivity and luminescence since these are
adequately covered elsewhere.

1.2. Experimental techniques
1.2.1. The laser sources

The generation and analysis of mode-locked picosecond pulses is now
standard practice using both dye lasers and Nd : Yag or glass (see, for example,
Kaiser and Laubereau 1977). Extension of the wavelength range using para-
metric oscillators is also possible. Peak power values of 100 MW are readily
obtained and multiple amplifier configurations can provide powers as high as
102 W.  The mode-locked train of picosecond pulses, fig. 1.2.1, occurring
every cavity round trip time, provides the basic short-time resolution for time
resolved experiments and usually one pulse is switched out by electro-optic
methods. Most solid-state experiments are conducted using excite-probe
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Fig. 1.2.1
v a—
100ns (@)
e am—
10ns (b)

Oscilloscope display of mode locked pulse train () and of the selected pulse (b) rise
time of the detection system is not sufficient to resolve the picosecond pulses.
(After Kaiser and Laubereau 1977.3

techniques. An optical delay line whose length can be adjusted then provides
the picosecond timescale (the pulse travels 30 cm in 1 ns). Typical properties
of a 1 ps pulse switched from a pulse train are given in table 3 and fig. 1.2.2
shows schematically a typical layout with excite and probe beams.

More recently, synchronously mode-locked operation of such systems as
argon or krypton-ion pumped dye lasers allows the use of a regular sequence of
picosecond pulses (up to 108 pulses per second) with consequent signal averaging
possibilities. Peak powers ~10kW are obtainable with typical pulse dura-
tions of a few picoseconds. Optical pulses as short as a tenth of a picosecond
have been generated by passive mode-locking of dye lasers. These sub-
picosecond pulses have been amplified to GW powers for non-linear measure-
ments (Ippen and Shank 1978).

For infrared wavelengths, notably 10-6 um CO, lasers, single mode * hybrid-
TEA CO,’ or injection locked CO, lasers giving good reproducibie single mode
outputs are necessary for high-quality pulsed measurements.

Table 3.
Pulse duration t,=6ps
Frequency width A9=29 em™!
ty X Av 0-6
Peak to background ratio ~104
Pulse intensity 5x 108 W/jem™!

Pulse energy after amplification 4x1073 )]
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Fig. 1.2.2

Variable Time -
Delay
Detector
Beamsplitter [

Laser —S'T-—b—-—- - —— = ~
eam -

1
| e

Lyl

Typical excite-probe layout.

1.2.2. Measurements

Absorption measurements are made fairly readily but individual pulse
amplitudes are by no means constant. It is therefore quite common to
computerize the analysis and make averages over large numbers of pulses.

Detectors are usually working on a nanosecond timescale compatible with
reasonable electronics : on shorter timescales time delay is converted into
distance in the optical delay path as in fig. 1.2.2.

Non-linear refractive effects can be monitored by a number of different
methods :

(1) Reflectivity change—this can be quite large and therefore measurable
directly.

(2) Transient ellipsometry.

(3) Transient gratings and four wave mixing.

(4) Beam profile distortion (self-focusing or de-focusing).

(5) Non-linear Fabry—Perot action.

(6) Non-linear magneto-optic effects such as Faraday rotation.
Often only the first order coefficient, n,, of non-linear refractive effects is

measured and this can be defined through

n=mny+nyd (1.2.1)

where I, the intensity, is proportional to the mean square of the electric field.
n, is measured in practice in units of em?/W although caleulations (e.g. eqns.
(2.4.6) and (5.1.1)) are normally in cgs units (cm?/erg). A recent review of
general results for n, in many materials is given by Chang (1981), although many
of the developments reported in the present review are subsequent to Chang’s
review. ,

Most experiments require good control of laser intensity. This is far from a
trivial problem : one solution that has been effective is the use of a wedged
multilayer attenuator in a spatial filter which is capable of continuously chang-
ing the intensity over four orders of magnitude whilst retaining an accurately
gaussian beam profile. This is described by Miller and Smith (1978) ; fig. 1.2.3
shows the unchanged beam quality over this large range of intensity.
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Intensity ; Arbitrary Units

I BN
5 0 5

Radisl Distance /mm

Attenuator with beam intensity profiles taken at the position of the output lens
(a) at 650 mW output power, (b) 65 mW, (¢) 6:5 mW, (d) 650 uW (the resolu-
tion here is limited by detector noise). Curve (e) is a mathematical gaussian
of the same width. (The heights of all traces have been adjusted for com-
parison.) (After Miller and Smith 1978.)

§ 2. THEORY

Many physical processes are involved in dynamic non-linear optics in semi-
conductors, and to give a full theoretical treatment of all of these would be too
extensive for this article, particularly as many of these processes are individually
reported elsewhere. However, since many processes are common to the diverse
investigations reviewed in this article, it is appropriate to summarize the rele-
vant mechanisms and also to remove some of the barriers of terminology that
can exist in relating work from different areas of study. Consequently in
this section we try to describe briefly the processes which are invoked frequently
in this review.

2.1. Absorption and refraction (linear optical properties)

The theory of linear absorption and refraction in semiconductors has been
amply described in many texts (see for example, Greenaway and Harbeke,

{
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1968, Moss et al. 1973, Bassani and Parravicini 1975, Pankove, 1975). Here
we will emphasize those aspects which are relevant to non-linear optical pro-
cesses so that we can establish some theoretical basis for the non-linear effects
discussed in this article.

Any isolated atom has a characteristic set of electronic levels with associated
wavefunctions and energy eigenvalues. The absorption spectrum of the atom
thus consists of a series of lines whose frequencies are given by

ho=E;—E; (E;>E,), (2.1.1)

where E; and E; are a pair of energy eigenvalues. We also know that the
spontaneous lifetime, 7, from any excited state to a lower state sets a natural
width of order #/r on the energy levels due to the uncertainty principle.
Perturbation theory to first order gives the probability per unit time that a
perturbation of the form H(t)=H, exp (twt) induces a transition from the
initial state, ¢, of energy E; to the final state, f, of energv E,

27
Pif=7.|<f|Hp’i>‘25(Ef_Ei—hw)- (2.1.2)

where |¢> and |f> are the wavefunctions of the initial and final states. This
is often referred to as Fermi’s Golden Rule.

If we imagine N similar atoms brought together to form a crystal, each
non-degenerate energy level of an atom will spread into a band of N levels.
If N is large, these levels can be treated as a continuum of energy states. Ina
pure semiconductor at low temperature the electrons will completely fill the
valence bands while the allowed states above these, the conduction bands, will
be empty. The optical properties of semiconductors are dominated by the form
of the valence and conduction bands and the energy gap separating them.
The wavefunctions and electron energies of these bands can be caleulated by
various approximate methods. Within the one electron and adiabatic assump-
tions, each electron moves in the periodic potential field of the lattice leading to
the Schrodinger equation for a single particle wavefunction, neglecting spin.

p2
<2—mo+ V(r)> P(r) = By(r). (2.1.3)

The solution can be shown to have the form,
Ylry=exp (sk -« r) - u(k, r), (2.1.4)

where k is the electron wave-vector and u(k, r) has the periodicity of the
lattice. The wave-vector, k, is not uniquely defined by means of the wave-
function ; the energy is a periodic function of k, allowing us to restrict the value
of k to the first Brillouin zone in reciprocal space.

The majority of commonly met semiconductors have structures closely
related to that of diamond with sp® hybridized tetrahedral bonding. In
general, this results in three upper valence bands which have retained the p-like
character of the atomic states (odd parity) and a spherically symmetric s-like
" lowest conduction band (even paritv) for small values of k (as an example
see germanium, fig. 3.1.1). For larger wavevectors, these s- and p-like states
mix and the parities are not well defined. A solution of the Schrédinger
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equation using for instance the k. p approximation (Kane 1957) including
spin-orbit coupling results in the familiar E versus k electronic dispersion
curves in which the energy bands are approximately parabolic near their energy
maxima or minima and each band may be characterized by an effective mass
parameter, m*,

h2 [k — ko |* :
+—2m—* (2.1.5)

2.1.1. Direct absorption

Optical absorption can occur for photon energies in excess of the band-gap
energy, transitions occurring between the full valence band and the empty
conduction states. The first-order perturbation of the single electron hamil-
tonian by the radiation is given by,

H(t):%J A.p. (2.1.6)

A is the vector potential of the radiation,
A(r, t)y=AE -exp [i(x - r —wi)]+c.C., (2.1.7)

where % is the wave-vector of the,radiation and § is the polarization vector in
the direction of the electric field. (Here we use gaussian units consistent with
the bulk of published papers on the electrodynamics of charged particles.)
Using Fermi’s Golden Rule, eqn. (2.1.2), the transition probability per unit
time between a pair of valence and conduction band states will be given by

on: % (‘;;40) |<l/’c|g p!‘/’v> |28 E E —hw). (2.1.8)

There will be a change in the electron wave-vector after the transition
due to momentum conservation, but this is normally neglected because of the
small photon wave-vector. Thus, we assume vertical transitions in k-space
(the electric dipole approximation). The total transition rate per unit volume,
W(w), is obtained by integrating over all possible vertical transitions in the
tirst Brillouin zone taking account of all contributing bands,

2m re2]
W(w)=7< e )Z

P e (K)|28(E (k) — E (k) — fiw). (2.1.9)
Here, we have replaced the vector potential with the intensity of the radiation
through the relation,
27c

A2 =1 1, (2.1.10)
where 7 is the refractive index and ¢ is the velocity of light. M, (k) is referred
to as the momentum matrix element for a given transition, often assumed to be
slowly varying in k, so that

E ¢ M(*v:g ° <l/’c0‘P|¢v0>
SB[ (= iRV gdr, (2.1.11)

crystal
volume
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where i, and i, are the zone centre wavefunctions. The momentum matrix
element may be evaluated from k - p theory for simple band structures which
relates it to the band-gap, E,, the spin-orbit splitting of the valence bands,
A, and the electron effective mass, m *,

3m,2 E_(E_ + A 1 1
2= 3o g BgtB) (1 1Y (2.1.12)
2(3Eg+2Ag()) m*  m,

‘ cv

Finally, the absorption coefficient, «, is defined through the Beer’s Law
dependence of intensity on propagation distance, 2.
L4 Ao

2.1.2 Intervalence band absorption

Although vertical transitions between the valence bands near k=0 in
diamond-like semiconductors are forbidden to a first approximation because
these states have the same parity, transitions can occur at finite values of k
due to the mixed parity of these states away from the zone centre. Doping a
semiconductor p-type can result in a heavy hole valence band depleted of
electrons up to some k-value while the light hole band remains filled. This
results in absorption in the infrared ; in this case the momentum matrix
element is directly proportional to the electron wave-vector, k. Intervalence
band absorption may also be observed when large hole densities are created by
optical excitation.

2.1.3. Two-photon absorption

Two-photon absorption (TPA) has been employed as a means of generating
large densities of carrier in semiconductors for dynamic non-linear optical
studies (see, for example, Fossum et al. 1973, Von der Linde and Lambrich
1978, Miller, Johnston et al. 1979, Johnston ef al. 1980). As an excitation
method, it has the advantage that a much more homogeneous carrier distri-
bution can be created in the crystal than for single-photon absorption because
of the larger penetration depth for the radiation, but it must be remembered
that the two-photon process is itself non-linear.

TPA can be treated by second-order perturbation theory. Although
two photons of different frequency can be employed, electron—hole pair
generation requires only one laser with a photon energy larger than half
the band-gap. In this case, the transition probability per unit time between
a pair of valence and conduction band states is,

27 [eA \*
PV(. T <_~9>

i\ me
where the summation spans all intermediate states, t. The interaction can be
regarded as a result of two successive processes. An electron first makes a
virtual transition from the initial state, ¢, to an intermediate level, ¢, by absorp-

tion of one photon. Energy is not conserved at this stage so that absorption
of the second photon must take place within a time set by the Uncertainty

AL I 28 BB — 2he 21 14
; Et—Ei—ﬁw ( f i ’ )7 ( < - )
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Principle resulting in the electron reaching its final state, f, satisfying the con-
dition, E;— E,=2kw. The intermediate state can be any valence or conduction
band state such that momentum is conserved for each individual transition,
(i.e. vertical transitions within the electric dipole approximation) but states
with energies far from the lowest conduction band and upper valence bands
will only have a weak contribution because of the resonant denominator.

Lee and Fan (1974) calculated TPA coefficients for several semiconductors
with zine blende structures assuming parabolic bands and including exciton
effects. More recently, Pidgeon et al. (1979) have included the non-para-
bolicity of the bands to determine the frequency dependence. Figure 2.1.1
shows typical two-photon transitions in a model in which only the lowest
conduction band and the three highest valence bands are included (three-band
model). There are two types'of process to be considered. One involves a
valence to conduction band transition plus either an intraconduction or intra-
valence band transition. The second type involves a valence to conduction
band transition plus a second interband transition. In all. there are twelve

Fig. 2.1.1
E
A
u,,u,
- [ g;
2hw
wu,
u5’u6

\7 u,

Conduction and valence bands of InSb near £=0. Typical two-photon absorption
transitions are shown. (After Pidgeon ef al. 1979.)
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final states to be considered, each involving summation over intermediate
transitions of these two types. The electron transition rate is,

27 dmPell? dk E- M (k)E . M,;(k)
Ch nePmiet 5 (20)3 4 Ei(— E;—fiw

Ww)

S(E,— E, - 2hw), (2.1.15)

where the momentum matrix elements, My and M,; were defined in eqn.
(2.1.11).
The two photon absorption coefficient, 8, is defined by the relation,

dl
—— = /2 2.1.16
Ry (2.1.16)
so that
2hew . . -

The two-photon absorption coefficient has proved very difficult to measure
accurately, particularly since the generation of electron-hole pairs causes a
free carrier absorption which varies during the laser pulse. Measured values in
various semiconductors have ranged from 10-3 to 16 em/MW.

2.1.4. Indeirect absorption

For several semiconductors, e.g. Si, Ge and GaP, the energy minimum
of the conduction band and the maximum of the valence band occur at different
k-values. In this case, optical absorption can result from above band-gap
radiation through the additional interaction of a long wave-vector phonon
allowing momentum conservation to be satisfied. In the process shown in
fig. 2.1.2, an electron is excited by a photon in a virtual transition which
violates energy conservation, (a), and a phonon scatters this electron to take up
the energy mismatch, (b). The reverse ordering of phonon scattering followed
by photon absorption can also take place ; phonons can be either emitted or
absorbed. Like two-photon absorption, this is an interaction in which two
particles contribute to the electron’s final energy and is therefore much weaker
than direct interband absorption involving only a photon. It can therefore be
treated by second-order perturbation theory similar to that described for TPA.
The change in the potential experienced by the electron due to the vibration
of the lattice is treated as the additional perturbation in the hamiltonian and in
its most general form is,

H,= Y [V(r—R,—8R;)— V(r—R})|, (2.1.18)

J

where r and R; are the position coordinates of the electron and a given atom, j.
respectively and 6R; is the displacement of that atom. This can be simplified
due to the transitional symmetry of the lattice so that the contributions of the
individual phonon branches may be considered separately and the concentration
of phonons in each particular mode accounted for. The absorption is difficult
to evaluate because all possible combinations of intermediate and final states
must be summed and the electron-phonon interaction changes considerably with
k-value.
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Phonon-assisted transitions may also take place in direct gap semiconduc-
tors when the photon energy is within an optical phonon energy of the band-gap.
This has been suggested as the source of the Urbach absorption tail in some low
band-gap semiconductors.

Fig. 2.1.2

hw:Ef-E|

Ei(k,)

—_—
k

Indirect absorption process in a semiconductor.

2.1.5. Exciton absorption

The absorption processes discussed above do not take into account Coulomb
attraction between the excited electron and the hole state left behind in the
valence band when a quantum of radiation is absorbed in the semiconductor.
This attraction can lead to the formation of an excited state in which the
electron and hole are bound to each other in a hydrogen-like state (Knox 1963,
Dimmock 1967, Reynolds and Collins 1981). The binding energies of excitons
are typically a few meV and can be seen in the absorption spectrum of some
semiconductors as a series of sharp lines just below the fundamental absorption
edge. The energy of formation of an exciton is given by,

72| K|? R
E=E,+—oxc—— ——, 2.1.19
& 2(me* + mh*) l2 ( )
where K is the exciton wave-vector, R is the exciton Rydberg and [ is a quantum
integer. Absorption peaks result because transitions can only occur close to
k =0 because after any direct transition, the electron and hole will have equal
and opposite k-values. However, since the electron and hole are bound to-
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gether in an exciton, this can only be satisfied for K=0. The series of lines
converge to the absorption edge and overlap to form a continuum.

Excitons may also be found as a result of indirect transitions with emission
or absorption of a phonon. The optical absorption above the band gap is
often enhanced by Coulomb interactions between the main bands.

Exciton absorption structure can be difficult to observe in semiconductors.
Atomic vibrations and lattice imperfections can broaden the absorption lines
into the continuum.  Also, excitons can be effectively screened. In particular,
low band-gap semiconductors whose excitons have small binding energies and
hence large orbital radii, loose their structure at even moderate doping levels.
In general, therefore, low temperatures are required for the observation of
exciton absorption lines.

2.1.6. Free carrier absorption

At frequencies below the threshold for interband transitions and exciton
absorption, semiconductors have a continuous absorption spectrum due to
intraband transitions (Fan 1956, 1967, Stern 1963). The absorption is approxi-
mately proportional to the number of electrons (or holes) in the band and there-
fore it can be varied by doping. When a free carrier absorbs a quantum of
energy, fiw, it must change its wave-vector such that it can make a transition
to an empty state at higher energy within the same band. As the photon wave-
vector is small, this is only possible if the lattice takes up the momentum in a
similar way to indirect absorption. Hence a phonon must be emitted or ab-
sorbed in the free carrier transition. The absorption thus depends on the
phonon scattering process involved but most materials follow a A% variation in
absorption coefficient at long wavelength. This type of free carrier absorption
can be masked in p-type semiconductors by intervalence band transitions
mentioned earlier which do not require the aid of phonons.

2.1.7. Refraction

The macroscopic interaction of electromagnetic radiation with matter is
normally expressed in terms of the frequency dependent complex dielectric
constant,

e(w)=¢€(w)+ie"(w), (2.1.20)

where € describes the refractive properties of a medium while ¢ describes its
absorption. The latter is related to the absorption coefficient, «, by,

a=— ¢, (2.1.21)

The real and imaginary parts of the dielectric constant are not independent
but are related through dispersion relations. This is because the induced
polarization of a medium is linked by causality to the electric field—there is
no response before a field is applied. This is manifested in the frequency
dependence of the real and imaginary parts of the dielectric constant. The
Kramers-Kronig relations give a convenient method of predicting the refractive
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properties of a semiconductor in the vicinity of the type of absorption processes
discussed here. The real part of the dielectric constant is given by,

oo 't
e(w)=1 +7—T P j' :,:—(wwz dw’, (2.1.22)
3 _

where P denotes the principal value of the integral. Conversely.

e'(w)= ——P? €'(w)
]

ks

s do’. (2.1.23)
(1) ‘*(L)
We will see that the relationship between the absorptive and refractive
properties of semiconductors plays an important part in the understanding
of the dynamic non-linear processes discussed in this article.

2.2. Saturation, two-level model, density matrix approach

The normal method for calculating linear absorption, as discussed above,
is through conventional time-dependent perturbation theory. This is also
true for absorption mechanisms which are intrinsically non-linear, such as two-
photon absorption. A tacit assumption of such perturbation methods is that
the induced population in the upper state is negligible ; when the optically-
induced population of the upper state (and/or the associated depletion of the
lower state) is not negligible, the absorption will alter due to this finite popula-
tion. This intensity-dependent process is called saturation since in the high
intensity limit in the steady state the nct absorption coefficient tends to
saturate to a specific level ; however, the effects of saturation ean often be
observed long before this limit is reached. It is also worth remarking here that
the populations may be induced directly from a lower to an upper state or
indirectly by, for example, non-radiative scattering from some other optically-
excited state ; additionally the change in absorption due to saturation is also
generally accompanied by a change in the refractive properties.

In the presence of finite populations, which may be due to doping of the
semiconductor, thermal excitation or optical excitation, it is straightforward
to amend the perturbation calculations to include the finite populations in
lower and upper states. If P is the probability of an absorbing transition
per unit time from full state ‘a’ to empty state ‘b " then, if the probability
of occupation of state ‘a’ (‘b ) is f, (f,), the new probability of absorption is
Pf,(1—f,). With f, and f, finite the probability of a transition (now stimulated
emission) from state ‘ b’ to state ‘@ ’ is also now finite. By Einstein’s 4 and B
coefficient argument P is also the probability of stimulated emission transition
from full state ‘b~ to empty state ‘a’ and so the probability of stimulated
emission is Pf,(1 —f,). So the net probability of an absorbing transition per
unit time is now Pf,(1 —f,) — Pf,(1 —f,), i.e. P(f,—f,). Hence the absorption
probability is weighted by the factor (f,—f,). (We have neglected degeneracy
for simplicity in the above argument.)

Therefore to describe absorption saturation, where the degree of induced
population which determines the absorption depends at least to some extent
on that absorption, it is common to construct rate equations for the populations
(f, and f,) and solve self-consistently for the optical absorption. To take a
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trivial example if we consider a two-level system where the absorption coefficient
for f,=1, f,=0is o and the population difference (fa—1y) relaxes to its equili-
brium value (f,,— f,,) with time constant r, then the rate equations become

dfa_ _ao(fa—fb)l _ (fu_fa())‘

(2.2.1)

dt frew T
dfb_ xolfa = fy)! (/o= fvo) 99
i + ” - — (2.2.2)

since ay(f, —f,)! /hw is the net optical transition rate from a to b where / is the
intensity.
Solving for the steady state |d(f,—f,)/di=0| with ‘saturation intensity

I =hw/2xy7 and effective absorption coefficient x = ag(fa —1p) gives

’
[e 4

=TT (2.2.3)
where o = ay(f,9 — fyo) is the low intensity absorption coefficient. This demon-
strates saturation at its simplest with the absorption vanishing altogether at
high intensity. In a semiconductor the physical situation may be much more
complicated than the trivial one solved here. In general not only will there be
direct optical generation rates in the equations but also scattering from and
to other states ; the relaxation towards equilibrium can also take much more
complicated forms (for example the concept of a constant relaxation time
may be invalid). Nevertheless, with these extensions rate equations can handle
successfully many of the absorption saturation phenomena in semiconduc-
tors.

However, rate equation methods belie many of the subtleties of the optical
interaction with matter. In particular, when populations are created optically,
the quantum-mechanical phase of the resulting excited state wavefunction is
at least initially intimately related to the phase of the exciting radiation. 1In
populations created thermally, by doping or, for example, electrical injection,
there will of course be no such mutual coherence. The consequences of
coherence, such as the ° coherent transients’ and ‘ Rabi oscillations ° often
seen in atomic systems, will not be considered further in this article : if the
scattering processes in the system (e.g. carrier—phonon and carrier—carrier
scattering) are strong enough that they randomize the quantum-mechanical
phase inside one Rabi period, such effects will be damped out. The method
often used to solve the problem more rigorously employs the density matrix, in
which coherence is readily included, as also are relaxation processes. We
discuss the density matrix formalism itself in the next section. The simplest
system handled this way is again the two-level system, giving the optical
Bloch equations. The solution for the steady state is standard (see, for example,
Yariv 1975) and is actually ultimately equivalent to the simple rate equation
solution derived above for the absorption, although now the ¢ dephasing ° is
included explicitly. It is useful to quote the solution here primarily to help
define much of the terminology which arises from it. which has more general
application throughout the subject.
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For two energy levels separated by energy #w, and driven by an optical
field of frequency w the problem is solved without perturbation approximations
to give for the susceptibility X=X —iX” (in CGS units).

. uET,AN, 1
X" = (2.2.4)
i L4 (—wg)?TeEt 42T, T, |

2 J —
X/___p’ 2AA0 (w() w)TZ (22.5)

i 1+ (w—weP T+ 4Q2T, T, ’

where p is the electric dipole matrix element and AN, is the equilibrium
population difference in the absence of radiation. Q=pEy/h, (where E
is the electric field amplitude) is the Rabi frequency. 7', and T, are often
introduced semi-empirically ; if the radiation field were suddenly turned off,
T, would be the time constant for the population difference to decay to its
equilibrium value whereas 7', would be the time constant for the decay of the
oscillating electric dipole field of the system. 7T, can obviously never be longer
than 7'}, but it can be shorter since collisions may randomize the phase without
returning the system to its ground state. 7', is known variously as the energy,
population or °longitudinal ® relaxation time and 7, as the phase, dipole
or ‘transverse ’ relaxation time or the dephasing time. (The terms °longi-
tudinal * and ‘ transverse ’ arose from magnetic resonance where this formalism
was first applied.) X” and X are of course simply related to absorption
and dispersion respectively. The parameter 7', therefore defines the width
(for zero field) of the lorentzian absorption profile described by eqn. (2.2.4).
(This width is also known as the ‘ homogeneous linewidth ’, and the lorentzian
profile is often called the ‘ homogeneous lineshape ). With increasing field,
it is readily verified that the absorption line shape in eqn. (2.2.4) actually
remains lorentzian in form but with increased width; this phenomenon is
called ‘ power broadening * although it should be remembered that the absorp-
tion is decreasing everywhere in the profile with increasing power and the
phenomenon might be more accurately defined as ‘ power-flattening ’, the
centre of the profile being more flattened than the sides, simply because its
absorption is stronger and hence is more easily saturated. The denominator
in (2.2.4) and (2.2.5) on resonance (i.e. w = w,) is of the form 1+ I/I, where the
constant I, is the saturation intensity. However, even off resonance, the
denominator can still be arranged in the form 1+ /I’ (where I’ is again a
constant but is different from I,). Thus an absorption which appears to
saturate in the form 1/(1+1/I')), regardless of its cause, is sometimes said
to be saturating ‘ homogeneously . The form of the absorption saturation
described by (2.2.4) is exactly the same as that derived from the simple rate
equation (see eqn. (2.2.3) above) with 7', as the relaxation time 7. An absorp-
tion resonance behaving like that described by eqn. (2.2.4) is also sometimes
referred to as ‘ Bloch-like ’.

Equation (2.2.5) describes the behaviour of the refractive or dispersive
part of the susceptibility, showing the classic ‘ anomalous dispersion’ (ie.
rising positive contribution far below resonance, diminishing negative contribu-
tion far above), with the singularity on resonance ‘ damped’ by 7,. With
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increasing field, this too saturates, sometimes called ¢ saturation of the anoma-
lous dispersion ’, leading to an intensity dependence of refractive index which
is negative below and positive above resonance. These saturation effects are
illustrated in fig. 2.2.1.

Fig. 2.2.1
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Effect of X" and X” on saturating a homogeneously broadened system.

The solution of this two-level problem also illustrates another important
aspect of saturation in dispersion. If the complex function X at constant /
is examined in the complex plane it can be seen that in general it has poles in
the lower and upper halves of the complex plane. This invalidates the
Kramers-Kronig relations (eqns. (2.1.22) and (2.1.23)), which are therefore not
generally valid for saturation, and eqn. (2.2.5) cannot be derived directly from
eqn. (2.2.4) using them. (If B =0 (the linear case) (i.e. Q=0), X only has one
pole on the real axis and the relations are of course valid.) One way of inter-
preting this breakdown physically is that for a specific intensity the induced
population depends not only on the intensity of illumination but also the fre-
quency of illumination simply because the absorption depends upon frequency.
Hence in the Kramers-Kronig integral over frequency the integral is also over
varying induced populations ; in other words, the integral is not really over one
constant set of material conditions. But if instead we consider a specific
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induced population, the real and imaginary parts of the susceptibility of the
above two-level system are again rigorously related through the Kramers—
Kronig relations. This can be verified using the relation for the population
difference in the two-level system

1+ (@ —wy)?Ty?

AN=AN 2.2.6
"1+ (w — wg)2 T2 + 4Q2T,T, ( )
and rearranging (2.2.4) and (2.2.5) in the form

” F‘ZTZ AZV ¢
X = 2.2.7
@)=~ T e ey Ty (2.2.7)

e —

X'(w)='u 2 AN(wo— )T, (2.2.8)

f 14 (o —wg)2 T2’

which also emphasizes the fact that the change in both the real and imaginary
parts of this susceptibility are linearly proportional to population difference,
regardless of cause. (See also, for example, Javan and Kelly 1966.)

The first extension of the theory of the homogeneous two-level system
(or equivalently a set of identical two-level systems) is to a set of two-level
systems of different separation energies (and possibly different matrix elements
and relaxation times), which is therefore an ‘ inhomogeneous ’ set (as opposed
to the ‘ homogeneous * set of identical systems). If there is a large number
of such systems with a smooth distribution of the parameters (e.g. separation
energy), it is possible to integrate the effect of the individual two-level systems
to obtain the overall response, the classic case being two-level systems with a
uniform distribution of separation energies. For a given radiation frequency
at low intensity, those with separation energies within approximately A/T,
of fiw can interact with the radiation, but with increasing intensity more two-
level systems become involved due to ‘ power broadening ’ and so this satura-
tion (often known simply as ‘inhomogeneous saturation’) is slower than
homogeneous, taking the form 1/(1+I/I'\)'/2. If the absorption spectrum,
in the presence of a strong intensity I at a particular frequency w,, is probed
with a weak beam of variable frequency there will be a ‘ dip ’ in the absorption
spectrum of width approximately 1/7, around w,, this phenomenon is called
“hole burning ’. This contrasts with the situation for ‘homogeneous’
absorbers in which the entire absorption spectrum is saturated by pumping
at any wavelength. It is worth noting also that for ‘ inhomogeneous satura-
tion ’ with uniform distribution of separation energies and no variation of any
other parameter, there is no associated change in refractive index on saturation
at the pumping frequency w as the changes from systems above w are exactly
cancelled by changes from systems below w.

2.2.1. Density matriz formulation

The density matrix, p (or ‘ density operator ’ as it is sometimes called),
was originally used to describe the density of points in phase-space (p,, x) so
that the dynamics of sets of particles could be described by a time-variation

of the form (Liouville 1838)
dp [ dp op
e <.87c x +3—pz Py
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In quantum mechanics, density matrix formalism is a method of computing
expectation values of operators in cases where the precise wavefunction is
unknown. Suppose the wavefunction is of the form

pl(r.t)= 3 ¢, (tyu,(r).

n

It A4 is an operator corresponding to a physical observable of the system, the
expectation value is

{A) =T(r, 1), Ag(r, t)]
A particular matrix representation of A is obtained from
= §u*( (r) dv

where u, (r) is an arbitrary complete orthonormal set of functions. Whence

<A>— Z (' mncn

m, n

We assume we have enough information to calculate an ensemble average
for ¢,,*c,. denoted by a bar over that quantity. Thus

<A>: Z cm* Cn,Amn

m, N

as the density matrix. We can then write

(A=Y (pd),, =tr (p).

n

We define p,, =c¢,* ¢,

*
ne

This sum is independent of the choice of functions w,(r). The type of averaging
can be envisaged by the sum over N systems as follows

. N
Pum(t) =y *(t)c,, (1) = Z S *(E)e, ©(E).

The diagonal term p,,,, is the probability of finding one of the systems in state
w,(r) : the off-diagonal p,,,(¢) is related to the radiating dipole of the ensemble.
The formalism thus contains both population and phase information and,
importantly, can be used with averaged relaxation times, which characterize the
decay of populations or coherence. To illustrate this we revert to a description
of the two-level system.
Each wavefunction of the system satisfies (the time dependent) Schrodinger
equation, whence
L p, Hl=(Hp—pH) ... (2.2.9)
A
where the hamiltonian, H, contains the dipole interaction term wkK coupling
states of energy fw, and fw, and we can write

sz —}LE
H:

el e
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Using (2.2.9) we obtain the relations :

. d i li(t) P .
(i) p7is S (‘%“”1)!’21"‘7 (P11—P22) _72:’ (2.2.10)

where we have introduced the term py, /T, to account for the loss of phase
coherence between the N eigenfunctions via ° collisions ~ since

pa1=|pa||p1| exp (i¢)

and p,; represents the dipole moment from

{puy=tr (pp) =pp12 + Pa1)-

T, is known as the * dephasing-time ~ or ‘ dipole lifetime "
Similarly we obtain

. dp - pE(t) ,
(ii) =it (e pu®) (2.2.11)
and
d L. pnE(t) * 5.
(i11) 7t (p11— pae) =20 7 (P21 — paur™); (2.2.12)

the latter following from p; + pgp=1.

If N is the density of systems, N(p;; — pg) = AN is the average density of
population difference between the two levels. If AN relaxes to its equilibrium
value with time constant 7, (or = sometimes) it can be included by modifying
(2.2.12) as follows :

a 2iu () (bu—pa)— (pu—psd |,
z (P11*P22)='—’ﬁ*‘— (por — Por™) — P11~ P22) — P11~ Pazlo (2.2.13)
dt h T,

Thus 7', is the population lifetime * or recombination time ’.

The quantity, uE/#, is usually known as the Rabi frequency (Rabi 1937),
Q. Tts reciprocal 1/Q has the physical sense of being the time required to
invert the populations of the two levels and together with 7', and T, controls
saturation processes.

Using this formalism, susceptibilities can be calculated from the polariza-
tion P

P=XN{uy=XE (2.2.14)

The density matrix formulation was introduced into non-linear optics by
Bloembergen (1965), and co-workers, with particular relevance to solids and the
state of excitation we emphasize in this review. The first-order polarization is
given by

(P w)y=Y ¥ [exy,pngV(w)], (2.2.15)
g n
where ex,, is the dipole moment operator, whence
ex,, |22w
P = | 7 e O E, exp (—iwl 2.2.16
ot = 3 3 R b e et 2

and the line broadening I",, has the physical sense of 1/T,.
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For the next lowest order, p,,® corresponds to saturation and with these
diagonal terms assumed to be zero, the expressions in terms of the off-diagonal
terms are of minor interest in the present context.

Third-order polarization, P®)(w,) determining the third-order susceptibility
X3y 1wy, w,, wy) is written in density matrix form

e

P®(w,)= %

[Pipri(ws — wp) + pyplwy — wip) Py | (2.2.17)
ik Mwy

and P are momentum matrix elements representing dipole transitions.

There can be as many as 48 terms ; if diagonal terms are assumed zero,
Le. there are no population effects, we obtain the expressions applied to off-
resonant situations, for example, by Flytzanis (1975).

Saturation is ineluded through non-radiative population rates 1 /T, and for
the degenerate case X®(w : w, —w, w), Miller et al. (1980) give

P®(w)= ) = (Pirpri + par @ Ppy) (2.2.18)
ke Mw

PO=Y | Pyl? (wji—w)?+ I'y?

7wy —w—ily) ((wj; —w)?+ T2+ 4Q20, T,

(2.2.19)
Large effects can then arise due to the possibilities of multiple resonance.

2.2.2. Application to semiconductors

Having summarized elementary saturation models, with the °two-level
system * models in particular derived initially for the atomic case, we will now
examine how the various concepts are applied in semiconductors which are
clearly far from being ¢ two-level systems *. For saturation of optical absorp-
tion between bands, two limiting views are common, namely ‘ state-filling -
and ‘ band-filling.

For the strong direct optical transitions between bands the states coupled
optically are effectively those of the same k-value in the different bands as the
photon momentum is negligible ; thus as far as the direct optical interaction
is concerned the absorption looks like that from a collection of ¢ two-level *
systems, one for each k-value. The energy separation varies from k-value to
k-value and so the system appears similar to an ‘ inhomogeneous ° absorber
although it should be noted that the states involved are markedly different from
the atomic case where the states are localized on a single atom : in the semi-
conductor the states are extended throughout the whole crystal. An implicit
assumption in the atomic case is that excitation is not transferred between
atoms, the generation and energy relaxation taking place entirely within one
atomic system : this will not generally be true for k-states in semiconductors
where there is a large number of ways of transferring excitation between
k-states, particularly those in the same band (e.g. carrier—carrier, carrier—impurity
and carrier-phonon scattering). But if there is no transfer of excitation be-
tween the various optically-coupled states, the semiconductor will behave
like the inhomogeneous atomic system ; this can be achieved if the energy
relaxation is also direct (e.g. radiative recombination) or takes pléce entirely



720 A. Miller et al.

through other non-saturating states not involved in the absorption. An ex-
ample of such an approach is the intervalence band saturation in germanium
discussed below (§ 3.5) where the energy relaxation is by fast optical phonon
scattering. The phonons have sufficient energy to remove the carriers entirely
from states involved in the optical interaction ; furthermore this relaxation
process is not strongly ‘ bottle-necked * so that the population relaxation rate
is independent of intensity. The resultant saturation shows both ‘ hole-
burning ~ and absorption saturation approximately of the form 1/(1+1/1)V2.
This kind of saturation is known as ‘ state-filling ~ saturation as only a small
fraction of the states in a band is saturated, namely those directly excited
optically. For an example of the detailed theoretical approach to state-filling
saturation, the reader is referred to James and Smith (1980 a).

The other extreme case involves strong transfer of excitation between states
resulting in the progressive filling of the entire band, hence its name, ‘ band-
filling * saturation. This occurs when the scattering within the band occurs
on a much faster timescale than the recombination between bands. Thus
populations created in bands are scattered rapidly usually towards quasi-
equilibrium thermal distributions of excited carriers within each band, and
these distributions relax more slowly through interband recombination. Thus,
for example, in InSb (see § 5.1 (Lavallard et al. 1977)) and GaAs (reviewed
by Ulbrich 1978) excited above the band-gap energy, the excited electrons
and holes appear to thermalize rapidly through carrier—carrier scattering to
give the same effective temperature for both the electrons and the holes (this
temperature being generally different from the lattice temperature because
the carriers are created with some excess energy), and the absorption saturation
is then that due to the resulting thermal occupations of the states taking part
in the absorption. In this limit, the problem is also relatively soluble through
rate equations although now the carrier temperature has to be deduced self-
consistently which may involve knowledge of the energy loss rates from the
carriers to the lattice. Also spatial diffusion may become important and it is
more appropriate to talk of the Boltzmann transport equation than rate equa-
tions although the two are essentially similar.

At low temperatures or high concentrations, the thermal carrier distribu-
tion will have quasi-Fermi energies inside one or more bands. When the
Fermi energy is moved into the band by heavy doping, the optical absorption
edge is shifted to higher energies because the transitions to states below the
Fermi energy are blocked, these states being (nearly) full ; this shift is known
as the Burstein—Moss shift. Consequently optical band-filling saturation,
particularly at high intensities and/or low temperatures, is also known as
dynamic Burstein—Moss shifting.

Refractive or dispersive effects in band-filling saturation are normally
calculated by the Kramers-Kronig relations from the change in absorption
spectrum due to the saturation. Of course this refraction is not only sensitive
to changes in the absorption at the pumping frequency. For example, in band-
filling saturation, pumping significantly above the gap might lead to band filling
of states near the bottom of the bands with consequent saturation for photon
energies near the gap but with relatively little saturation of the absorption
at the pumping frequency, resulting in quite significant change in the refractive
properties at the pumping frequency. In general, the degree of absorption
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saturation at the pumping frequency is a poor guide to the strength of refractive
effects at that frequency due to saturation. (We have seen above that
inhomogeneous saturation can have no refractive effect at all.)

Normally when working above the band-gap, it is common to neglect
any broadening of the states (such as 7, broadening) in the linear absorption
spectrum and this approximation is usually retained for band-filling saturation.
For an example of such an approach see Auston et al. (1978).  Such an approxi-
mation would however be totally inadequate for state-filling saturation :
if state broadening were neglected, only those states within a radiation line-
width would be saturated whereas for laser radiation in particular the linewidth
is usually very much less than the state broadening found in practice. As
discussed above, it is the number of states within a state-broadening width which
Is saturated in this case. (Broadening may also be important in the linear
(and hence also the non-linear) spectrum near the band-gap energy (see, for
example, the discussions on InSb and GaAs in §§5.1 and 5.2.)

Interband saturation effects which do not correspond to one of these two
limiting cases are in general much more difficult to solve, although fortunately
these two limits cover many of the observed effects. It is worth noting that in
band-filling saturation there are, however, transient effects associated with the
relaxation to thermal distributions and also relaxation of the temperature of
these distributions. The latter has been observed in, for example, GaAs
(see § 3.2, Shank et al. 1979 a) although in this case the former was too fast
(<1 ps) to be resolved.

2.3. Scattering, diffusion and recombination of carriers

Vital to the understanding of saturation in any material is a knowledge
of the time constants associated with electronic scattering, diffusion and re-
combination. The dynamics of optically excited carriers in semiconductors
is a very large and complicated subject. Here we do no more than point out some
of the interactions which influence the temporal and spatial evolution of excess
carriers created by the absorption of laser radiation in a semiconductor. We
refer the reader to reviews of this topic by Ulbrich (1978, 1980) and Shah (1978).
Later in this article, we will see that recent experiments which monitor the
time dependence of the absorptive and refractive properties have been giving
a great deal of insight into this topic. To illustrate the possible mechanisms
involved, let us consider electrons which have been excited to some excess
energy, AE, above the bottom of the conduction band by one of the absorption
mechanisms which we have discussed in §2.1.

2.3.1. Scattering

After excitation the electrons will be scattered very rapidly to some other
conduction band states. In general, scattering times in semiconductors
(and hence the dephasing time, 7',) are short with the result that very high
Intensities are needed to observe state-filling saturation. We can distinguish
between those scattering mechanisms which (a) can take energy from the
carrier distribution allowing relaxation of the electrons to the bottom of the
conduetion band : and (b) those which do not contribute to the overall carrier
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cooling. One of three scattering processes may be dominant in this case—
impurity, carrier or phonon scattering.

Compensation of donors and acceptors in semiconductors gives rise to
jonized impurity centres. The Coulomb interaction between these centres
and carriers is an elastic scattering which does not contribute to energy relaxa-
tion or redistribution of energy among the carriers. Ionized impurity scatter-
ing is the dominant momentum relaxation process which determines the
mobility of carriers at temperatures below 100 K in most semiconductors.
For low impurity levels and low temperatures, the scattering rate is on the
order of 1011-1012 g—1,

Coulomb interactions between carriers (e-e, h-h and e-h) cause a rapid
redistribution of energy between the carriers particularly at high excitation
densities. Thus a thermalized distribution can result within a very short
period of time after excitation and is characterized by quasi-Fermi energies
for electrons and holes and a carrier temperature different from that of the
lattice. The total energy of the carrier distribution remains unchanged in
this process. A rate in excess of 10" s-! might be expected for carrier—
carrier scattering events at moderate carrier densities of 101%-101¢ em~3. Elci
et al. (1977) have estimated a rate of at least 101 s~! for germanium at carrier
densities of 1020 em—3. The carrier—carrier scattering is effective in redistri-
buting momentum amongst the carriers and hence can influence other mechani-
sms of momentum loss.

The excess energy of the hot-carrier distribution is dissipated mainly by
interaction with vibrations of the lattice. There are two mechanisms which
we need to consider that result in electron-phonon coupling. The first,
optical mode scattering, is due to the electric fields generated by the motion
of charged ions which can create large electric dipole moments for optical
modes in ionic crystals. The coupling with longitudinal modes is particularly
strong and the scattering time for carriers with large excess energies in GaAs
for instance by this mechanism is approximately 10-1?s. The second coupling
method is through the deformation potential. In this case, compression and
rarefaction of the crystal due to lattice vibrations modulates the energy band
structure. This coupling is weaker but is important for acoustic modes and the
optic modes in non-ionic crystals such as silicon and germanium. The
acoustic deformation potential scattering rate is typically 10-10° s~! for GaAs.
For indirect gap semiconductors such as silicon and germanium and direct gap
semiconductors in which electrons have been excited to energies above the
minimum of a side valley, intervalley scattering by large wavevector phonons
must also be considered. From measured electron-phonon coupling constants
for intervalley scattering in germanium, for instance, this scattering rate
is expected to be approximately 10 s-1. Thus an electron excited into the
central conduction band minimum of an indirect gap semiconductor such as
germanium will be rapidly scattered to the side valleys and subsequently
relax to the bottom of these bands by intravalley phonon scattering.

2.3.2. Diffusion

The spatial distribution of optically generated carriers through a crystal
will be inhomogeneous unless the thickness of the crystal is much less than an
absorption length (reciprocal of absorption coefficient). In particular, direct
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interband absorption above the fundamental edge will create carriers to the
depth of only a few microns. The transverse spatial distribution is also
important in certain cases such as self-focusing and transient gratings. Thus,
the temporal dependence of the carrier diffusion should be taken into account.
Diffusion is characterized in terms of a coefficient, D, which relates the number
of carriers, n, crossing a unit area per unit time to the concentration gradient.
on
e
The values of the diffusion coefficients for the electrons and holes are
determined by the mobilities of the carriers through the Einstein relation,

eD=ukT, (2.3.2)

where the magnitude of the mobility, u, will depend on the dominant scattering
process discussed above. When the numbers of electrons and holes are approxi-
mately equal as in the case of laser generated electron—hole plasmas, the diffu-
sion of both carrier types is described by an ambipolar diffusion coefficient,
D,. which is related to the coefficients for the electrons and holes, D, and D,
respectively by,

ng=—D (2.3.1)

D = 2Dy
¢ De+Dh‘

Since any separation of charge would create a Coulomb field between the elec-
trons and holes, the two carriers must diffuse at the same rate.

(2.3.3)

2.3.3. Recombination

Excess electron-hole pairs will normally recombine on larger timescales
than the average period between scattering events. The lifetime of optically
generated excess carriers may be set by one of several competing recombination
routes depending on such parameters as the band structure, lattice temperature,
crystal perfection and carrier concentration (Blakemore 1962, Pankove 1975,
Smith 1978). Because so many factors can influence the recombination rate,
the relative importance of the different mechanisms must be assessed for any
given set of experimental conditions. The energy of an electron—hole pair can
be transferred to electromagnetic radiation, phonons or other carriers.

Electrons can recombine with holes by making a single transition between
the conduction band or exciton level and the valence band. This can be accom-
plished by the emission of a photon with energy approximately that of the
band-gap. Although light emission can often be observed, the recombination
rate is usually dominated by other mechanisms. For indirect gap semicon-
ductors, the transition would include the simultaneous emission or absorption
of a phonon but this process is very weak. Recombination may result from the
emission of a number of phonons instead of a photon, however, this is also very
inefficient because of the large number of phonons required to take up the energy
of the electron.

Low band-gap semiconductors at room temperature and materials with large
generated carrier concentrations are usually dominated by Auger recombina-
tion which involves the transfer of energy between the carriers (Landsberg and
Beattie 1960). A conduction band electron may recombine with a hole in
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the valence band in a collision whereby a third carrier takes up the required
energy. 'The Auger recombination time is thus very dependent on carrier
density because it is a three particle interaction.

The lifetime of electron—hole pairs in many semiconductors is dominated
by the existence of states near the middle of the forbidden gap due to impurities
or lattice flaws. The electron de-excites in a two stage process via these deep
traps. The recombination is completed when an occupied trap captures a
hole, however the capture rate for holes may be quite different from that of
electrons.  Again, energy may be given up in the form of radiation, phonons
or carrier heating, however the most efficient process is through the interaction
with the lattice in most cases. A process in which the electron cascades down
through the excited states of the trap emitting phonons between levels is most
likely. Special account must be taken of localized flaws near the surface of a
semiconductor. Electrons and holes may diffuse to the surface and recombine
at these traps ; the surface recombination time can often be higher than in the
bulk necessitating special surface treatment to control this.

2.4. Free carrier non-linear properties

Free carrier linear optical properties mentioned in § 2.1 can be summarized
in the simplest case of free carriers of mass m* by the standard expression for
the complex dielectric constant e, i.e.

47 Ne? 1

m* (—w?—ilw)’

(2.4.1)

where ' represents the line-broadening effects of scattering processes on the
‘ zero frequency resonance * of free carriers. Separating real and imaginary
parts of € to expose the refractive and absorptive effects we obtain

47 N2 /m*

"=n2—ki=1-
€ w2+r2

(2.4.2)

and

w5 dmNelm*w >y
€ —ang—w—z_{_rr (2.4.3)

If both electrons and holes are excited by an incident laser beam, either
by interband transitions if fiwj,... > E, or by some other process (e.g. two-
photon absorption or assistance of phonons) if hw,,.. < E,, we refer to the
“electron-hole plasma’ and a ‘plasma frequency ’, w,?=4m7Ne*/m*. The
average number of carriers excited, .V, is given by

AV:E XeffectiveTR (2.4.4)
for intensity /, where a.jeuive 1S that part of the absorption coefficient res-
ponsible for carrier generation and the lifetime, or recombination time is 7.
Substitution of (2.4.4) into (2.4.2) and (2.4.3) then gives expressions for the
non-linear (i.e. intensity dependent) free carrier effects.
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For free carrier refraction, the frequency is usually sufficiently high that
w?> I"'? and thence we obtain
1 4me? N
Ty (2.4.5)

Ap=— ——
2 b *
2ny, mow® T m;*Im,

where m, is the free mass of the electron, m */m_ is the appropriate mass ratio
for the band extremum in question. Whence from (1.2.1),

2
An  27ela gTh

Ng > — =—o——— 2.4.6
I fiwdm*n, ( )
for the case of one dominant carrier of mass m*.
Absorption coefficients are similarly calculated from
2wk
B= —‘(”— (2.4.7)

‘by substituting for N from (2.4.4) leading to intensity-dependent absorption.
Since free carrier absorption depends explicitly on the scattering processes
through I'" in eqn. (2.4.3), the frequency dependence can be more complicated
than the expression suggest as I' is frequency dependent and can vary consi-
derably in differing semiconductor bands. The scattering is related to the
carrier mobility and is dominated in an electron hole plasma by those with the
smallest mobility, e.g. the heavy holes. Theoretically appropriate summations.
can be readily formulated. The intraband scattering processes occur on a
picosecond timescale and the redistribution of electrons must also be considered
when studying the dynamiecs on such a timescale.

Free carrier non-linear effects therefore arise from the low (or zero) fre-
quency dipole moment introduced by intensity controlled creation of carriers.
A second effect—that of blocking interband transitions—also occurs resonant
with the band-gap and can dominate near the band-gap. This is discussed
in §5. For a simple case the relative size of effect has been calculated by
Miller, Smith and Wherrett (1980)

ny (Free carrier) 4(w,—w)

= & 2.4.8
ny (Blocking) w ( )

g
for direct gap II1-V compound semiconductors. Thus at hw,.. >} £, such
" blocking effects ~ begin to dominate.

Finally, the creation of free holes at the top of a valence band allows
transitions between valence bands. Because of the form of valence band
structure in semiconductors this effect can be as large as simple intraband hole
absorption in some cases. The active free carrier non-linearities discussed
here should not be confused with the passive non-linearity seen with a fixed
number of carriers in the conduction band due to the non-parabolicity of the
band (Wolf and Pearson 1966) although this non-linearity would itself be
altered by optically induced populations.

2.5. Many-body effects

The semiconductor is clearly a many-body system, but in order to calculate
its behaviour simplifying approximations have to be made of which the
Hartree and Hartree—Fock self-consistent field approximations are best known :
these can reduce the N-body problem to N one-body problems and the results
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of such calculations are the so-called ‘ one-electron ~ band structures commonly
seen. To include the interaction between the various particles in the semi-
conductor to a more sophisticated extent is difficult, although it can at least
be approached systematically using the Green function method (see, for ex-
ample, Hedin and Lundqvist 1969 and references therein). The results of
many-body effects on band structure calculations in general will not concern
us further here. The aspect which is of most interest to us is the consequences
of the many-body interaction of optically-excited particles on the absorption
and dispersion spectra ; this will give rise to non-linear effects simply because
the density of excited particles and hence the optical consequences of their
interactions will depend on the exciting radiation intensity.

The physics of even these processes is not simple as it must be treated by
similar methods to those used for static band structure calculations and is still
the subject of much theoretical work. However, it has received considerable
attention as a result of interest in electron—hole liquids and drops in semicon-
ductors and the reader is referred to the many review articles on this subject
for a more detailed discussion than is appropriate here (Hensel et al. 1977,
Rice 1977, Muller and Zimmermann 1979, Rogachev 1980). We have also
excluded most of the experimental work on electron-hole drops and liquids
in this review as it is already well covered by these previous articles although
the creation of electron—hole drops and liquids does cause changes in absorption
and dispersion and is thus a dynamic non-linear optical process. We include,
however, the work which impinges directly on other investigations reviewed here.

The principal many-body effects which are mentioned in the work covered
by this review article are band-gap renormalization and exciton screening
effects. All these effects can be regarded as arising from scattering between
the various ‘ particles’, i.e. e (electron)-e, h (hole)-h, e-h, e-ex (exciton),
h-ex, ex—-ex. The detailed consequences of ex—ex interactions (which can take
place through, for example, a van der Waals' force at low densities) with
increasing exciton density are not currently clear, although many large non-
linear phenomena have been associated with the bi-exciton (a two-exciton
‘ molecule *). The optical effects related to the bi-exciton have been reviewed
elsewhere (Chemla 1980) and will not be considered further here. At high
densities, excitons cease to exist, whether due to progressive ‘ screening * of
the electron-hole Coulombic attraction by increasing density of free carriers
(leading to a Mott transition as the excitons are themselves broken into ‘ free
carriers) or overlap of excitonic orbits, giving in either case an electron-hole
plasma. The precise physics of this process, which leads to disappearance of
excitonic absorption features, is still under investigation and will be discussed
in reference to particular experiments below (§§ 3.2, 5.2).

Scattering leads not only to transitions between states but also to perturba-
tion of the energies of the states themselves, sometimes called  self-energy .
In an electron-hole plasma, each electron and hole sees itself in the screened
Coulomb potential of the other electrons and holes ; this potential is further
modified by exchange potential. Whether the electrons and holes are regarded
as gaining self-energy from scattering, screening or from being ‘ dressed * by a
‘cloud ’ of other charged carriers, the physics is the same and one effect is to
reduce the energy required to create an electron-hole pair in a plasma, i.e. to
reduce the effective band-gap, an effect known as band-gap renormalization.
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In principle, this renormalization is different for each k-state, which is equiva-
lent to renormalizing the effective mass of the (quasi) particle, although this
effect is frequently neglected in discussing band-gap renormaliztion to a first
approximation. (Band-gap renormalization is a vital effect in determining
the existence of electron-hole drops because if the band-gap renormalization
is strong enough, it will make the electron-hole plasma a lower energy state
than the exciton gas for certain density ranges, leading to the local * condensa-
tion * of excitons into ‘ drops  of electron-hole ‘ liquid *).

The formalism for calculating the band-gap renormalization has been
summarized by Schmitt-Rink et al. (1980). One consequence of this Green
function method is that it is also possible to calculate the state-broadening
due to the carrier—carrier scattering which appears as the imaginary part of a
complex self-energy. The precise manner in which such many-body effects
alter the absorption and refraction spectrum is not therefore simple, but the
qualitative observation of band-gap renormalization is common. In GaAs,
the band-gap is reduced by about 10 meV (approximately 19,) for moderate
induced carrier densities at low temperatures and this may be less for higher
temperatures (see for example the calculations of Brinkman and Rice (1973)
and § 3.2).

§ 3. HIGH EXCITATION STUDIES

Although high-power lasers have been used to produce many non-linear
effects in semiconductors (e.g. frequency mixing, parametric amplification,
saturation, two-photon absorption, self-focusing and stimulated Raman
scattering) we will concentrate on reviewing experiments which involve non-
linearities of a dynamic nature. In particular, saturation measurements
using pulsed lasers have yielded a great deal of insight into the relaxation
times and lifetimes of optically excited carriers. It is not the intention here
to review hot-electron effects in semiconductors ; this has been amply covered
elsewhere, for instance, see Conwell (1967), Bauer (1974) and Ulbrich (1978,
1980).  However, the creation of large densities of carriers using lasers results
in dynamic changes in optical properties and this has been increasingly success-
ful in recent years in monitoring the effects of carrier—carrier interactions.
carrier—phonon processes, plasmons, non-thermal distributions and screening.
Non-linear optical techniques are particularly powerful when the changes
in optical properties can be temporally resolved using picosecond pulses with
the excite-probe method or when tunable lasers can be used to determine the
frequency width of the effect. Interpretation of high excitation results can
become extremely complicated, however, because one can rarely separate and
study a single mechanism in isolation. For example, the relaxation of highly
excited electrons in the conduction band may be simultaneously influenced by
exchange effects between the carriers, phonon sereening and density dependent
relaxation mechanisms.

Besides interest in the fundamental physics of fast electron-dynamics,
the value of the experiments conducted so far may be judged by the applica-
tions in optical shutters and limiters, laser mode-locking and ultra-fast electrical
gating which will be reviewed in § 6. Optical techniques also offer methods of
studying electronic materials for devices when all-electronic instruments such as
amplifiers and oscilloscopes are response time limited.  I't should be remembered
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too that laser annealing and optical damage occurs in semiconductors under
conditions when a highly excited electron-hole plasma is present in the material.
There remains plenty of scope for new and novel experiments to clarify our
understanding of the intricacies of how the optical properties of a semicon-
ductor are altered during the time between initial absorption of energy from the
laser beam until that energy is finally distributed in the lattice.

3.1. Ge

Laser induced saturation of interband transitions in germanium has been
studied extensively since the initial measurements on this material by Kennedy
et al. (1974). For a recent detailed discussion of picosecond photoexcitation in
germanium see the reviews by Smirl (1980). The popularity of germanium
is partly because it is one of the best characterized semiconductors but mainly
it is due to the availability of high-power pulses of a few picoseconds duration
at 1:06 um (1-17 eV) from the mode-locked neodymium glass and YAG lasers.

The principal features of the germanium energy band structure are shown
in fig. 3.1.1. It is an indirect gap semiconductor with the minimum con-
duction band energy consisting of four equivalent valleys at the edge of the
Brillouin zone in the [1, 1, 1] direction at L, 0-664 eV (0-73 eV at 77 K) above
the valence band extremum while the zone centre gap is 0-15 eV larger. Another
six equivalent minima, located near X are at higher energy again, 0-18 eV
above the L. minima. Thus, using 1-17 eV photons, electrons can be excited
to conduction band energies above all of these minima with considerable

Fig. 3.1.1
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Energy band structure in germanium.
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excess energies above the bottom of the conduction band. The absorption
coefficient is high (> 10¢ em=1) at 1-06 wm due to direct transitions near the zone
centre so that high intensity pulses (/~10° W/em?) can generate very large
densities of electron—hole pairs (AN ~1020 cm—3). At these high excitation
levels, electron relaxation is a complicated time dependent combination of
various carrier—carrier and carrier-phonon scattering processes both within
bands and between different bands.

Saturation of the absorption has been investigated in thin samples (~5 um
thickness) by single beam experiments and by the excite-probe technique.
Single beam transmission of 10 ps pulses show just over an order of magnitude
change in transmission at room and liquid nitrogen temperatures before damage
is encountered (Kennedy et al. 1974, Smirl et al. 1976). In two-beam measure-
ments, an excitation pulse intense enough to exhibit non-linear absorption
causes creation of a large density of electron-hole pairs, while a weaker probe
pulse which arrives at an angle to and at some time delay after the excitation
pulse is used to monitor the change in transmission with time due to the genera-
ted carriers. Figure 3.1.2. shows a room temperature result by Shank and
Auston (1975) in which a sharp spike is observed at zero delay of the probe
followed by an increase and subsequent fall in the transmission over a period of
several hundred picoseconds. The spike was originally observed by Kennedy
et al. (1974) and was thought to arise from the saturation of the coupled valence
and conduction band states (state filling) ; however, this was re-interpreted
by Shank and Auston as parametric scattering in an optically generated electron—

Fig. 3.1.2

Probe Transmission
Relative Units

Time Delay / ps

Plot of experimentally measured probe pulse transmission in Ge as a function of
relative time delay between pump and probe beam. (After Shank and
Auston 1975.)
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hole plasma. In this process, some of the excite beam is scattered in the direc-
tion of the probe because of the phase grating formed by the interference of
excite and probe which produces a spatial modulationin the electron—hole
plasma and hence also in the refractive index. We will return to a discussion
of this in § 4.

Saturation of the absorption certainly occurs over longer time scales.
Figure 3.1.2 shows a more gradual rise and fall of the probe transmission
after zero delay and has been interpreted as band-filling saturation. The rise
here follows the integrated optical pulse energy. The decay could be a result of
the reduction of the plasma density by diffusion of the carriers away from the
thin region (approximately 1 um thickness) near the surface where most of the
absorption takes place or alternatively it could result from Auger recombination
at these high carrier densities. Auston and Shank (1974) also measured the
time evolution of the optically generated plasma by ellipsometry, making use
of the excite-probe technique in reflection. The change in ellipticity of the
probe gave a peak refractive index change of —0-05. From these results, a
calculation of the ambipolar diffusivity gave a value three times larger than the
low density value ; this is consistent with diffusion in the degenerate regime
although Jamison et al. (1976), in studies of the plasma reflectivity at 10 um
(see § 6.1) has concluded that the non-degenerate diffusion constant is still
maintained up to carrier concentrations of 10191020 cm—3.  Auston et al. (1975)
used a 1-55 um probe to measure free carrier absorption due to the electron
hole plasma created by a 1:06 pm excite pulse. While diffusion redistributes
the carriers, they are still available for free carrier absorption. The time
decay of the probe transmission could be analysed in terms of band-to-band
Auger recombination in this case.

The precise reason for the rise in transmission after the sharp spike in pulse-
probe experiments had to be re-analysed in the light of the 105 K data of
Smirl ef al. (1976) shown in fig. 3.1.3. While the room temperature probe
transmission follows the integrated optical pulse energy in less than 40 ps,
the rise in transmission at 105 K takes place in a significantly longer time,
(approximately 100 ps), than the pulse duration, 10 ps. Eleci et al. (1977)
subsequently presented a very detailed model which accounted for this slow
rise in terms of the cooling of the hot electron—hole plasma generated by the
excite pulse. The mechanism which was proposed to account for the time
dependence of the enhanced probe transmission can be described briefly as
follows. Direct optical absorption creates electron-hole pairs with the elec-
trons initially occupying the central conduction valley near I', fig. 3.1.1.  How-
ever. an electron in the I-valley can rapidly emit or absorb a phonon and make
a transition to one of the valleys at X or L. The rate of scattering to the
side valleys, approximately 10 s~ is normally larger than the direct absorp-
tion rate. As the states in the valence band become depleted at high intensi-
ties. direct absorption becomes weaker. (arrier—carrier scattering events
ensure that the electron and hole distributions will be Fermi-like. Both carrier
tvpes will have a common temperature through electron—hole scattering which
may be in excess of 1500 K due to the initial excess energy of the carriers
(approximately 0-5 eV). Free carrier absorption will excite generated electrons
and holes still higher within their respective bands during the excite pulse thus
raising the distribution temperature. The contribution of plasmon-assisted
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Fig. 3.1.3
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Probe pulse transmission in Ge versus delay between the excite pulse at 1-06 um and
the probe pulse at 1-06 pm for sample temperatures of 100 and 297 K. The
data are plotted as the normalized ratio of probe pulse transmission to excite
pulse transmission, 7'p/T, in arbitrary units. The solid lines are theoretical
curves from Elei ef al. (1977) and the data are from Smirl ef al. (1976).

recombination to carrier heating was also considerd to be significant in this
model. The carrier temperature will be reduced by intraband optical phonon
emission. Thus, the slow rise in probe transmission can be attributed pri-
marily to this cooling of the hot electron-hole plasma. Immediately after
the passage of the excite pulse, the probe transmission is low since the electrons
(holes) are located high (low) in the conduction (valence) band because of the
high distribution temperature. As the distribution cools and carriers fill states
needed for absorption, the transmission increases. At longer time delays, the
transmission falls again due to carrier recombination and/or diffusion. Plas-
mon-assisted interband electron-hole recombination was considered dominant
by Elci et al. and so radiative recombination, Auger recombination and diffusion
were neglected.

The solid lines in fig. 3.1.3 show the theoretical fits by Elci et al. (1977).
Experiments by Van Driel et al. (1976) in which the energy band-gap was tuned
by hydrostatic pressure have also been accounted for by this model but the
predicted dependence of the saturated transmission on excitation pulse width
has not been confirmed by experiment (Bessey et al. 1978).

Further theoretical analysis by Latham et al. (1978) discussed the previous
approximation of parabolic energy bands and the effects of the uncertainties
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in both the electron—phonon coupling constant and the phonon assisted recom-
bination in the model of Elci et al. (1977). In particular, it was pointed out that
the values of electron—phonon coupling constant needed to explain the probe
transmission rise are significantly lower than most measured values. In a
further analysis, Elei et al. (1978) concluded that longitudinal diffusion can also
cause significant changes in the probe transmission with time.

Some doubts thus exist for the details of the Elci et al. (1977) model and an
alternative explanation of the excite and probe experiments was forwarded by
Auston ef al. (1978). These authors suggested enhanced intervalence band and
(Coulomb-assisted indirect absorption as being important mechanisms for con-
sideration and stated that Auger recombination combined with these absorption
processes at high carrier densities might account for the slow rise in the probe
transmission of fig. 3.1.3. Further experiments by Smirl et al. (1978 a, b)
clarified this. In these studies, a 1:06 um excite pulse generated a carrier den-
sity in the non-linear regime while a 1:55 um probe pulse (where the photon
energy is too small to allow direct valence to conduction band transitions at
the zone centre) was used to monitor the combined absorption due to free
carriers, indirect transitions and intervalence band transitions at time delays
after the excitation pulse. The result was a decreased transmission of the
1-55 wm radiation due to the 1-06 um excite pulse showing that the change of
transmission is opposite in sign and smaller in magnitude than changes caused
by saturation of the direct absorption. Thus, the slow rise in transmission
cannot be attributed solely to an additional absorption mechanism which
increases at high carrier densities combined with Auger recombination.

An indication that absorption of 1-06 um radiation due to intervalence
band transitions becomes significant at high carrier densities has been given by
Bosacchi et al. (1978 a, b) by the observation of an increase in reflectance at
high pulse energies. However, this only occurred very close to damage and
must therefore give rise to some doubt as to the cause (see §6.1). More
recently, Miller, Perryman and Smir] (1981 b) have observed a non-linear absorp-
tion in transmission measurements of germanium at 34 K which gives strong
evidence for induced intervalence band absorption. Figure 3.1.4 shows the
transmission of an excite pulse as a function of intensity and also the corres-
ponding transmission of a probe pulse at a fixed delay of 62 ps after the excite
pulse. By choosing this relatively long probe delay, one can assume that the
generated carrier distribution will have cooled to near the lattice temperature
but on the other hand very little recombination will have taken place. The
transmission of the probe pulse can be seen to limit at a maximum value of
approximately 39, well below that expected for complete saturation of the direct
valence-to-conduction band absorption by band filling. Using known band
parameters for germanium, Miller et al. (1981 b) calculated that for low lattice
and carrier temperatures, it requires 7 x 10'® and 4 x 10'® cm~—2 holes to move the
quasi-Fermi level to the initial states in the heavy and light hole bands res-
pectively for valence-to-conduction band transitions. More than 10% ecm~3
holes lowers the Fermi level in the valence band to a position where the final
states are available for direct transitions between the split-off band and the
heavy and light hole bands. An estimate of the intensity required to attain
this density near the front surface of the sample is shown by the solid arrow
in fig. 3.1.4, in good agreement with the point of inflection in the data. An
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Fig. 3.1.4
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Transmission of excite and probe pulses as a function of intensity in Ge at 34 K.
Probe pulse with fixed delay of 62 ps. (After Miller, Perryman and Smirl 1981 b.)

estimate of the excitation level required to produce this density throughout
the crystal is shown by the dotted arrow.

The significance of this extra feature in the data is that it allows a more
exact modelling of the carrier density and temperature as a function of time for
given excitation conditions. Initial calculations which do not depend on the
absolute magnitudes of the electron phonon coupling constants have shown that a
carrier cooling model is still required to explain the temporal dependence of the
absorption (Miller, Perryman and Smirl 1981 a, b, and Smirl, Miller ef al. 1981).
This leaves the interesting question as to why the cooling of the carrier distri-
bution by the emission of optical phonons is so slow, approximately 100 ps
(two orders of magnitude longer than expected). Van Driel (1979) has calcu-
lated the influence of hot phonons on the carrier energy relaxation times.
He points out that the anomalously long relaxation time can be explained by a
phonon bottleneck due to the relatively slow relaxation of optical phonons into
acoustic phonons. Screening of the electron—phonon coupling constant may
also be significant at these high carrier densities as pointed out by Yoffa (1980.
1981) for the cases of silicon and gallium arsenide.

Interband absorption non-linearities have also been observed in high
transparency germanium using a pulsed CO, laser by Yuen ef al. (1979). A
decrease in the 9-6 um transmission resulted at intensities in excess of
12 MW/em?.  This was interpreted in terms of the absorption by non-equili-
brium ecarriers excited by laser-induced energetic electrons via the carrier
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(‘oulomb interaction (neither one- nor two-photon absorption are energetically
possible at this wavelength). This mechanism has been used to describe pump
laser depletion in small band-gap semiconductors (see §3.5), although, in this
case, a rate equation analysis failed to give quantitative agreement. The
transmission of a second, weak 10-6 um CO, laser probe which was delayed with
respect to the 9-6 um beam showed that the probe beam suffers the same drop
in transmission and takes about 100 us for the transmission drop to decay
to 1/e, in good agreement with the recombination time for optically generated
electron—hole pairs in germanium.

3.2. Gads

Gallium arsenide is in many respects a simpler semiconductor to investigate
than germanium because of its direct energy band-gap. Interband saturation
studies have recently attracted considerable interest because of the strong
excitonic properties near the band-edge. The gap is larger than germanium at
1-5 eV, making the 1-06 um Nd lasers unsuitable for saturation measurements
unless two-photon excitation is employed. However, this band-gap energy is
in a regime accessible with dye lasers which, through recent advances, can be
sychronously mode-locked with ion lasers and amplified to provide high-power
sub-picosecond pulses at high repetition rates. In this section, we will review
high-power saturation measurements in GaAs. Non-linear absorption and
refraction measurements in this material at lower powers fall into a different
category in the context of this article and will be discussed in § 5.2 although
there is considerable overlap in the physics involved in both cases.

Saturated absorption was observed in GaAs as long ago as 1965. Using a
(taAs injection laser at intensities in excess of 10° W/em?, Michel and Nathan
(1965) observed increases in transmission by a factor of up to 14 in manganese-
doped slices of GaAs. The photon energy of 1-47 eV was sufficiently large to
excite electrons on the compensated acceptors into the conduction band.
Similarly, Dapkus et al. (1970, a, b) demonstrated increased transmission at
large intensities in germanium-doped GaAs at 77 K using a GaAs, P, laser
diode operating at 1-527 eV, just above the band-gap energy of the gallium
arsenide sample.

The first detailed investigation of saturation in nominally pure GaAs was
made by Shah et al. (1976) on a liquid phase epitaxially grown 3 pm thick layer
sandwiched between two layers of Al,Ga, ,As and cooled to 2 K. A nitrogen
laser pumped dye laser allowed the frequency dependence of the saturation to be
followed. The observed dynamic Burstein-Moss shift due to interband
optical transitions gave an order of magnitude change in transmission at photon
energies just above the band-gap and at intensities exceeding 1 MW/cm?
Figure 3.2.1 shows the threshold power at the onset of saturation as a function
of the excess energy above the bottom of the conduction band. A theoretical
calculation of the band filling also required inclusion of band-gap renormaliza-
tion and carrier heating for a good fit to the data. Carrier densities exceeding
2 % 106 cm—3 were estimated to result in a band-gap reduction due to carrier—
carrier interactions. 'Thus, for photon energies just above the band-gap energy.
more power is required for the onset of saturation than a simple density of states
theory would suggest as illustrated by the comparison of the solid and dotted
lines in fig. 3.2.1. The effect of carrier heating is to cause some population
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The variation of threshold power in GaAs measured at the onset of absorption satura-
tion as a function of excess electron energy measured with respect to the unper-
turbed band-gap. (After Shah et al. 1976.)

of the states connected by the pump photons due to the tail of the Fermi
distribution so that the onset of saturation is less abrupt.

In further experiments, Shah et al. (1977), Leheny and Shah (1978) used a
0-5 um thick GaAs layer to study how Coulomb interactions influence the
absorption spectrum under intense optical excitation close to the band-gap
energy. The exciton peak in the absorption spectrum at 2 K, fig. 3.2.2 (a),
was observed to broaden and then disappear at intensities above 500 W/cm?
but the enhancement of optical absorption above the band-gap caused by
Coulomb effects persisted to high intensities. While both exciton—exciton
interactions and screening of excitons due to free carriers are possible mechani-
sms proposed as explanations the latter was used to interpret the data in this
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case. It was suggested that free carrier screening is a dynamic response of the
steady-state population of carriers to the creation of a new charge pair by
photon absorption. It was argued that a time on the order of an inverse
plasma frequency is required for the steady-state population to respond. Thus,
if the kinetic energy of the created carriers is large, the carriers: move so rapidly

Fig. 3.2.2
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(@) Optical density of GaAs determined by transmission measurements. The low
intensity (L.I.) spectrum was measured with a tungsten lamp, while the
remaining spectra were measured with a dye laser. P, corresponds to incident
intensity of ~5x 102 W/em? The dashed curve illustrates the absorption
coeffieient due to parabolic bands determined from the L.I. measurement by
subtracting the exciton contribution to the total absorptiont coefficient.
(b) Data for high excitation intensity. The solid lines are calculated. Values
of carrier density and temperature used in the calculation were, for P,
N=7x10%em™3, T=20K ; for 6P, N=5x10¥%cm=3, T=40K : for 20P,,
N=15x1017em™3, T=60 K. (After Shah et al. 1977.)
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that there is insufficient time to screen their interactions and the enhancement
of the absorption will persist. On the other hand, for excess carrier energies
less than the plasma frequency the excitonic enhancement will be screened.
At higher intensities, fig. 3.2.2 (b), the absorption varies gradually with
photon frequency and the absorption is seen to occur at energies lower than the
exciton energy. The data could again be interpreted by a model which includes
band-gap renormalization and carrier heating. Luminescence and Raman
scattering measurements of the relaxation of the photo-excited carriers to the
band extrema in GaAs by interaction with other carriers and by the emission
of longitudinal optical phonons have been reviewed by Shah (1978) for high
incident intensities and by Ulbrich (1978, 1979) for low incident intensities.
The advent of picosecond pulse dye lasers over the last few years has allowed
time resolution studies of the non-equilibrium carrier and phonon dynamics
in GaAs (Auston 1979). The first of these measurements was carried out in
reflection (Auston et al. 1978, Shank et al. 1978) using a mode-locked c¢.w. dye
laser with a 1 ps pulse duration. The second harmonic at 3075 A acted as a
pump pulse to create a large excess density of carriers at the crystal surface
while a time delayed probe beam at the laser fundamental frequency, 6150 A,
monitored the change in reflectivity. At excitation energies of 10-*J/cm?
the reflectivity was observed to first decrease and then approximately 2 ps
later increased and levelled off after 5 ps until recombination returned it to its
initial value, fig. 3.2.3. This phenomenon was interpreted by carrying out a
dispersion analysis of the perturbed optical dielectric function taking account
of the non-equilibrium carriers. When the carrier distribution is very hot at
short time delays, numerous high-energy condution band states will be occupied
and corresponding valence band states will be vacant. Consequently the
imaginary part of the dielectric constant, ¢”(w), will be reduced at frequencies
which are high compared to the probing frequency. From dispersion theory,
this will reduce the real part of e(w) at the probing frequency, and hence the

Fig. 3.2.3
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Time-resolved reflectivity from non-equilibrium carriers in GaAs following excitation
at 4 eV. The probing photon energy was 2 eV. Optical pulse durations were
approximately 1-0 ps. (After Shank et al. 1978.)
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reflectivity will decrease. When the carrier distribution has relaxed to the
band-edge, €"(w) will be decreased at frequencies near the band-edge (below
the probe frequency) and €'(w) will increase at the probe frequency causing
the reflectivity to increase.

Saturated transmission near the band-gap of GaAs on a sub-picosecond
timescale has been used (Ippen and Shank 1978, Shank et al. 1979 a, b) to
time revolve the effect of high densities of carriers on exciton and interband
absorption. The technique used a passively mode-locked dye laser operating at
6150 A and cavity dumped at 10 Hz. The pulses were amplified with a dye
amplifier pumped by the frequency doubled output of a Nd : YAG laser to
give 0-5 ps pulses at powers of 200 MW. The amplifier output was split into
two beams ; Raman shifting of one beam in ethanol supplied a pump at 7500 A,
while a broadband continuum was generated as a probe by focusing the second
beam in water. After transmission through a 1-5 um thick layer of GaAs
at 80 K, the probe was dispersed in a spectrometer and all wavelengths detected
simultaneously using an optical multichannel analyser, fig 3.2.4 (c). The
transmission results for three time delays, 7=0, 1, 12 ps, of the probe beam
reproduced from Shank et al. (1979 a) in fig. 3.2.4 show the speed of the carrier
effects on the transmission. The sharp exciton absorption at 8200 A has
disappeared due to carrier screening within 1 ps while the absorption edge has
shifted to lower energy. Band filling is observed by the increased transmission

Fig. 3.2.4
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(@) Transmission spectra of GaAs corrected for wavelength variation of probe beam
and OMA detector response. Spectra were recorded over a range of delay
times between the pump and probe beams. (b) Difference spectra showing the
difference between spectra obtained after a fixed delay and the spectra
obtained for 7>0. These spectra were obtained by electronically subtracting
the data stored in two memories of the multichannel analyser. (c) Schematic
of experiment. The OMA consisted of a spectrometer and an intensified
silicon vidicon with multichannel signal averager. (After Shank et al. 1979 a.)
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at r=12ps. For the excitation densities generated (approximately 10'" cm~3)
and for the excess excitation energy of 120 meV, it was concluded that Coulomb
interactions scatter the carriers out of their initial states in less than a picosecond
since no preferential occupation of states at high energy was observed. Thus,
a thermal distribution of carriers with some effective temperature greater than
the lattice temperature evolved within 1 ps following excitation and then
cooled to the lattice temperature in approximately 4 ps as a result of LO-
phonon emission by the hot carriers.

Additional transmission measurements at 10 K by Leheny et al. (1979),
using the same technique shows that at excitation densities above 1017 cm -3,
the carrier-lattice interaction cools the carriers less effectively and for excitation
densities greater than 10 em~3 the carriers can no longer be described by a
thermal distribution. Figure 3.2.5 shows the measured carrier temperature
from saturated transmission data at fixed time delays after the excitation pulse
for three carrier excitation densities. The results for n ~ 1017 em~3, fig. 3.2.5,
curve (a), agree with theory. Here the calculation assumes initial cooling is
predominantly via T.O-phonon scattering until about 55 K when the fraction

Fig. 3.2.5
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Measured hot-carrier temperatures in GaAs at various time delays following pulsed
excitation. The solid curve is carrier temperature calculated assuming an
initial excess energy of 120 meV. (7T,(0)=465K) and the dashed curve
indicates the temperature variation expected if the carrier-LO-phonon scatter-
ing rate is decreased by a factor of 5. (After Leheny et al. 1979.)
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of carriers with energy above the LO-phonon energy becomes small. At this
point carrier-acoustic—phonon scattering dominates so that the rate of cooling
drops. For higher densities, n ~ 3 x 1017 em~3, fig. 3.2.5, curve (b), a slowing
of the carrier cooling was observed and by n~ 108 em—3 evidence of a non-
equilibrium distribution was observed in the transmission. Leheny et al.
pointed out that in this high excitation case, the plasmon energy is approxi-
mately equal to the LO-phonon energy with the result that strong coupling
between carrier and phonon systems can screen the polar optical phonons
although this mechanism alone does not explain the non-thermal distribution.

An alternative picosecond saturation technique has been employed by
Von der Linde and Lambrich (1978, 1979 a, b). An excite-and-probe scheme
was again used in which an intense pulse at 1:06 um with 25 ps width from a
mode-locked Nd : YAG laser created a hot electron-hole plasma via two-
photon excitation in an 8 um thick GaAs slab at 6 K. A second delayed
frequency-tunable pulse from a synchronously mode-locked optical parametric
oscillator measured the change in transmission. Figure 3.2.6 shows the change
of absorption at three different: probe wavelengths below the exciton ground
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Induced absorbance versus delay time in GaAs. Time zero refers to the maximum
of the pump pulsc ; %w, photon energy of the probe pulses ; N, density of e-h
pairs determined from two-photon transmission measurements. Dotted
curves, guide to the eye only ; full curves, examples of the calculated temporal
evolution of the absorbance. The calculated temperatures at the maxima
of the curves are 160 and 120 K for 10'7 em™ and 2 x 1017 em™2 respectively.
(After Von der Linde and Lambrich 1979 a.)
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state as a function of delay time for generated carrier densities estimated in
excess of 1017 cm 3. An initial rapid increase in absorption is observed follow-
ing the integrated pump pulse. After 20 ps, the induced absorption begins to
decrease non-exponentially. At 1-507 eV, the induced absorption decays to
zero and then becomes negative resulting in optical gain. The amount of gain
is sensitive to the excited carrier density. This switch from absorption to
gain may be understood in the following way. As observed by Shank et al.
(1979 a), fig. 3.2.4, thermal equilibrium among the electrons and holes is reached
very rapidly, while the plasma cools more slowly by LO phonon emission.
Band-gap renormalization reduced the energy gap causing the intial increase
in absorption below the exciton frequency. Later, as the distribution cools,
the photoexcited carriers fill the states up to the Fermi energies, E;*(n) and
EM(n). Transitions between occupied states results in gain for photon energies
above the reduced band-gap E’, but below the chemical potential, 1, given by
p=FEg n)+ Er(n)+ Efn). Like Leheny et al. (1979), Von der Linde and
Lambrich determined the plasma temperature, 7', as a function of time, ¢,
from their measurements. Also, a calculation of the temporal dependence
of T assuming relaxation by emission of longitudinal optical phonons led to the

equation,
dT frw hw
3 — 4+ —L ) e MY _H@), 3.2.1
dt+< 7 >"Xp< iT ® (3.2.1)

where fw;,, is the energy of the phonon, 7, is the time constant of the phonon
relaxation and H(t) is the rate of energy increase due to two-photon pumping.
This equation describes the absorption results in fig. 3.2.6 very well (solid lines)
when the finite pulse widths are taken into account in the calculation of the
absorption change. The time constant, determined from the best fit to the
data gave r,=0-12 ps, in good agreement with the theoretical value. The
conclusions of this analysis disagree with the interpretation given by Leheny
et al. (1979) for long delays after the excitation pulse. While the Leheny
model accounts for the slow cooling by the small fraction of LO phonons above
55 K making the slower acoustic-phonon scattering dominant, in this case
Von der Linde and Lambrich accounted for the slow cooling only by the
exponential decrease in energy loss rate with temperature for the optical
phonons.

The picosecond continuum spectroscopic technique developed by Ippen and
Shank (1977) has recently been extended to characterize carrier transport
in thin GaAs-Al,. ,Ga,.4As double heterostructures grown by liquid phase
epitaxy (Fork et al. 1980, Shank et al. 1981). Carriers were optically injected
near the band-edge and the Franz-Keldysh effect was used to monitor the
evolution of the electric field as the holes and electrons drift to opposite ends
of the region of an applied field. A small space-charge field induced by these
carriers perturbed the optical absorption. The absorption spectrum was
measured as a function of time delay after excitation and the spectra before
excitation and after a given delay were subtracted and analysed to give carrier
velocities. For GaAs, which has a low effective mass central valley, carriers
introduced into this valley for moderately large electric fields exhibited a
large initial velocity followed by rapid relaxation to the saturation velocity
observed after long times.” An overshoot electron velocity of 4-4 x 107 em/s

jes
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was observed on timescales of a few picoseconds compared to 1-2 x 107 cm/s
at longer delays.

Carrier dynamics in microstructure layers sufficiently thin that quantum
size effects become important were also explored by Fork et al. (1980). With
GaAs layers between 50 and 205 A thick, induced bleaching of the absorption
peaks at each of the two-dimensional (n=1, 2, 3) band edges was attributed
to screening of the excitons associated with those energies ; an overall bleaching
at short times was attributed to band filling ; and a change in the spectrum with
time was believed to be due to carrier recombination and cooling to the n=1
level.

3.3. Inds, P, , and Ga, ,In,As

Reintjes et al. (1975) has studied saturated absorption in two I11I-V alloys
using a mode-locked Nd : glass laser. The alloy compositions of the InAs P, ,
and Ga,_,In As were adjusted to give an energy gap approximately 10 meV
less than the laser photon energy of 1-17 eV. This resulted in the parameters

x=0-19 and y=0-2. Both materials have direct band-gaps and had absorption -

coefficients of about 102cm~1 at 1-17eV. Thin epitaxial layers a few microns
thick were used for single pulse and pulse-probe measurements. In single
pulse experiments, the transmission increased from 1 to 15%, in a 25 pm thick
InAs P, , layer and from 1 to 5%, in a 2 um Ga,_,In As layer. The saturation
of these alloys is due to a dynamic Burstein-Moss shift of the energy gap
as discussed for germanium and gallium arsenide in §§3.1 and 3.2. The
scattering of the generated free carriers from the optically coupled states will
be fast compared to the laser pulse width of 20 ps. A pulse-probe measurement
on Ga,_,In,As showed a rapid rise and fall of the probe transmission over a
time scale of 20-40 ps, approximately the pulse duration.

3.4. CdS and CdSe

CdS has shown induced absorption at energies below the band-gap (E,=
2-41 V) when excited by a high-power nitrogen laser at 337-1 nm (3-68 eV).
Goto and Langer (1971) studied the change in transmission of thin samples
during the 10 ns laser pulse excitation as a function of wavelength by using light
from a Xe flash lamp as a probe. The decreased transmission exhibited two
distinct time constants. The slower one had a decay time of the order of 10 us
and was thought to be due to lattice heating by the laser pulse. The fast
component formed a continuous background, the magnitude of the absorption
decreasing at longer wavelengths, and decayed within the time resolution
of the equipment. The A, exciton absorption line was observed to broaden
at high intensities. It was suggested that this non-linear absorption is consis-
tent with the process of electron-assisted transitions where the relaxation of the
hot electrons, which were produced by the absorption of the laser light, will
couple to photons of below-band-gap energy with the effect of creating addi-
tional clectron—hole pairs.

More recently, Bruckner et al. (1976) have investigated enhanced transmis-
sion of 0-526 pm picosecond radiation in CdS,.,;5€,.,; at 80 K. The composi-
tion of the mixed crystals and the temperature were chosen to achieve photon
resonance with the excitons. In a 2 mm thick crystal, 5 and 20 ps duration
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pulses showed a transmission higher by a factor of 10* compared to continuous
radiation and was accompanied by a time delay of the output pulse. These
observations are consistent with the phenomenon of self-induced transparency
which may occur if the pulse width, 7, is less than the exciton momentum
relaxation time, 7',. In this case, an intense laser pulse can propagate with
anomalously small loss and small velocity as a result of induced re-radiation of
the medium. The character of the observed pulse deformation was quite
different for longer pulses. 7~ 1 ns.

3.5. InSb, Inds, Cd Hg,_.Te and PbTe

Small band-gap semiconductors can have rather unique. optical properties
because of their direct gaps and very low conduction band effective masses.
As a result, they continue to provide unusual and often Junexpected effects.
Non-linear behaviour has found application in the spin-flip Raman laser
(Smith et al. 1977) and, more recently, optical bistability and phase conjugation
have been demonstrated (see §§ 6.4 and 6.5). We will review work on satura-
tion and non-linear refraction obtained in InSb with c.w. lasers in §5.1 but
here we will concentrate on some rather novel non-linear transmission effects
discovered with high-power pulsed lasers.

Nurmikko (1976 a) was the first to demonstrate a dynamic Burstein-Moss
shift in InSb by using frequency doubled pulses from a mode-locked CO,
laser at 5:3 um in a 25 um thick crystal slice. Experiments were carried out at
297 and 110 K. At the lower temperature, where the difference between the
pump photon energy and the absorption edge is less than 15 meV, the absorp-
tion saturated at a peak intensity of 10 kW/em? and gave three orders of magni-
tude self-induced increase in transparency.

Cd, Hg, ,Te is a particularly useful material for saturation studies because
the band-gap can be chosen anywhere between 0 and 1-5 eV by variation of the
alloy composition. Matter et al. (1976) carried out saturation measurements
on material with an « value of 0-61 which corresponds to a room temperature
band-gap of 0-75eV. Picosecond 1-06 um (1-17 eV) pulses of energy up to
0-1 mJ gave a change in transmission of more than a factor of 10 at 297 and
105 K in a 5 um thick slice. A pulse-probe measurement showed that the
enhanced transmission caused by the intense pump pulse decayed within 50 ps.
Nurmikko (1976 b) used a mode-locked CO, laser to saturate the transmission
of Cd,Hg, ,Te (x~0-2) at 77 K. In this case the photon energy was only
10 meV higher than the absorption edge and a 200 um thick slice showed
increased transparency of more than three orders of magnitude for intensities
up to I MW/em? because of band filling. :

At low temperatures, 4 K, the temporal dependence of transmitted 10-6 pm
pulses in InSb has shown strong pump depletion effects (Figueira et al. 1976)
at intensities greater than 2 MW/ecm2 Figure 3.5.1 shows the incident and
transmitted pulses for a high-power ('O, laser. The transmitted radiation
rises to a peak in 35-40 ns and then falls essentially to zero in another 35-40 ns.
Nee et al. (1978) have proposed a model explaining this transmission cut-off
in terms of the Kane process (Kane 1967). At 4 K, the band-gap is more than
twice as large as the photon energy, ruling out carrier generation by single or
two-photon absorption. However, the samples used have initial electron
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Incident pulse and transmitted pulse profiles in InSb at 10-6 pum. Experimental
result of 2-2 MW/em? incident pulse. (After Figueira et al. 1976.)

densities of 101 em—2., These electrons will be excited to higher energy states
due to absorption of photons from the incident laser beam. These electrons
excited to the states with excess energy greater than the band-gap can decay
back to the bottom of the conduction band by exciting an additional electron
from the valence band to the conduction band. Nee et al. estimated that the
pair-excitation rate for InSb exceeds both the conduction electron relaxation
rate and the recombination rate for carriers of sufficient excess energy. A
simplified rate equation analysis predicts transmitted pulse shapes of the type
observed.

Jamison and Nurmikko (1978a) and Nurmikko and Jamison (1979) have
subsequently observed a high intensity transmission limit in several small
band-gap semiconductors using 10-6 um pulses of nanosecond duration. n-type
InAs, InSb and Cd Hg, ,Te (x =0-23) were studied using pulses significantly
shorter than the experiments of Figueira et al. (1976) and the ‘ induced opacity
was observed to occur at sub-nanosecond speeds. This was explained in terms
of an infrared field induced avalanche carrier generation similar to the descrip-
tion given by Nee et al. (1978). In the Kane process the threshold excess
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energy for an electron to inelastically scatter another electron to the conduction
band is approximately equal to the band-gap energy. To reach this excess
energy, intraband absorption of a single quantum, two successive and three
successive quanta of 10-6 um radiation are required for the Cd_ Hg, ,Te, InSb
and InAs respectively. Thresholds for the limiting behaviour were 0-2, 2
and 20 MW/ecm? respectively and the transmissions are shown in fig. 3.5.2. The
limiting effect corresponds to an abrupt falling edge of the transmitted pulse
which could not be resolved on a nanosecond timescale. Coincident with
this intensity change, a spectral broadening of the transmitted pulse was ob-
served and interpreted as being caused by self-phase modulation from a
rapidly time-varying refractive index. Jamison and Nurmikko (1979) con-
structed a model employing a set of coupled rate equations in a conduction
band which has been approximated as a discreet multilevel system (the level
separation being equal to the LO-phonon energy) in order to estimate the hole—
electron distribution after some multistage free-carrier absorption and up to
the initial stages of avalanche formation. In contrast to Nee et al., they find
that near the threshold for the Kane process, the collision rate is smaller than
for both phonon emission and electron-electron scattering, but this mechanism
can nevertheless lead to the very rapid build up of an electron hole plasma,
The transmission cut-off is then due to the strong intervalence band hole
absorption.

Fig. 3.5.2
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Schwartz et al. (1980) have extended these investigations into the pico-
second regime. 10-6 pm pulses of 5-60 ps duration were generated by utilizing
two germanium optical switches opened and closed by pulses from a Nd : glass
laser (see § 6.1). The transmission of these ultra-short 10-6 pm pulses through
a 350 um thick ecrystal of InSb was studied as a function of intensity, pulse
width and temperature. The results (fig. 3.5.3) show that transmission limit-
ing occurs at lower intensities for pulses of longer duration and for the sample
at higher temperatures. At 20 and 77 K, reduced transmission occurs for
pulses longer than 12 ps while pulses of 5 ps duration gave non-linear trans-
mission at 295 K. The 20 K results were found to be qualitatively consistent
with the avalanche process described previously (Jamison and Nurmikko
1979). At higher temperatures, additional carrier generation by two-photon
absorption strengthens the effect.
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Schwartz and Nurmikko (1980) have also recently investigated 0-5 um
thick epitaxial PbTe using the picosecond infrared germanium switch. A
dense electron—hole gas was created in PbTe using 1-06 um radiation above
the band-gap energy while a time delayed 10 ps pulse probed the transmission
or reflection at either 10-6 or 5-3 um. At 106 um, the transmission decreased
rapidly after the excite pulse was incident on the crystal and then recovered
on a longer time scale (approximately 50 ps). The transmission appeared
to be mainly affected by reflectivity changes at the first surface due to strong
coupling of the infrared radiation with the photoexcited carriers. With
5:3 um radiation, saturation of the absorption was observed through band-filling

effects since this wavelength can couple valence and conduction band states in
PbTe.

3.6. Intervalence band saturation in p-lype semiconductors

Transmission saturation of 10-6 um radiation in p-type semiconductors
was first discovered by Gibson et al. (1972) using a mode-locked CO, laser.
Germanium, silicon and gallium arsenide were found to exhibit saturation at
intensities in excess of 10, 20 and 50 MW /em? respectively due to the excitation
of holes from the heavy to the light hole band. In silicon, the split-off band is
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also important. Further experimental work has concentrated on germanium
and has led to its use as an ultra-fast mode-locking element for CO, lasers and
also as a broadband saturable absorber for pulse shaping and isolator applica-
tions (see § 6.2).

In the 9-11 pum wavelength region, the hole absorption in germanium
varies by only 6%,. A careful study of the wavelength-dependence of the
saturation effect by Phipps and Thomas (1977) shows that the non-linearity
is also fairly uniform between 10-6 and 9-2 um, fig. 3.6.1 ; the saturation inten-
sity was found to vary from 3-2 MW/cem? for the longer wavelength to 6-8 MW/
em? for the shorter wavelengths.

For wavelength regions where short pulse lasers are not readily available,
the exite-probe technique can be used in the frequency domain rather than the
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time domain to give insight into the nature of the saturation and the time scale
of the relaxation processes. Bishop et al. (1976) used a 100 kW CO, laser
operating at 10-59 um and producing 200 ns pulses to excite a germanium
crystal while a second CO, probe laser of 100 W power and generating 100 us
pulses monitored the change of transmission due to the higher power laser.
The probe was tunable between 9-2 and 10-8 um and the measured transmission
change is shown in fig. 3.6.2. It can be seen that the pump causes an approxi-
mately lorentzian hole burning with a half-width at half-maximum of about
50 em~L. This is in agreement with a theoretical analysis by Keilman (1976)
which predicted a 57 cm~? spectral width at small saturation.

Keilman’s model considers a distribution of inhomogeneously broadened
two-level systems. This type of saturation model for semiconductors has been
discussed in § 2.2. A broad smooth distribution of resonance frequencies with
a width broad compared to the lorentzian width for a given transition is assumed.
For inhomogeneous broadening, the dependence of absorption coefficient,

«, on intensity, /, is given by
J\—1/2 ‘ ‘
a~<1 +]—q> (3.6.1)

resulting in a saturation intensity, I, for germanium from Gibson ef al. (1972) of
4+ MW/em? at 10-6 um. The saturation intensity is proportional to (T,T,)!
and the net population density where 7', is the relaxation time for the holes
and T, is the dephasing time (§ 2.2). Thus, a single pulse saturated absorption
measurement gives only the product of these times but a measurement of the
lorentzian hole-burning width, Ay, leads to a determination of T, through

J\1/2
AV=<1+1—> /ﬂTz. (3.6.2)

Keilman calculated the density of populated states in the light and heavy
hole bands for a hole concentration of 1016 em—2 at room temperature using
Kane’s model for the valence bands and deduced that (7,7,)"2=0-55 ps from
the absorption measurements of Gibson et al. (1972). Relaxation of the holes
most probably takes place through scattering by three optical phonons followed
by several acoustic phonon interactions to take up the remaining energy.
This leads to an expected value of T, on the order of 2:6 ps. The phase relaxa-
tion is dominated by lattice scattering of both lower and upper levels giving
T,=0-9 ps is good agreement with the spectral hole-burning width observed
by Bishop et al. (1976).

In further work, Keilman (1977) has observed a double dip resonance
in excite-probe experiments, fig. 3.6.3. This shows a broad absorption dip
similar to that observed by Bishop et al. (1976) due to hole burning and in this
case gives a lorentzian (FWHM) width of 80-110 em~1 corresponding to a value
of Ty~0-12 ps. The narrow absorption band superimposed on this structure
was interpreted as being due to scattering of the pump into the probe beam as a
result of the grating produced by interference of the two laser beams in the
germanium (see §4). The grating will have a lifetime and characteristic
frequency width which depends on the population relaxation time, T,. The
width, given by Av=(1+1/1)V%/=zT,, was measured to be between 15 and
25 em™! (FWHM) resulting in 7', ~ 0-6 ps.
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Fig. 3.6.3
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Experimental saturated absorption spectra in p-type germaniura showing the grating
dip on a broad hole-burning background. The saturating beam at 942 cm™
has an intensity of 11 and 95 MW/cm? at its centre just inside the sample,
for the upper and lower spectrum respectively. (After Keilman 1977.)

Keilman and Kuhl (1978) have shown also that 3 um radiation can be
modulated by 10 um radiation in p-type germanium. Figure 3.6.4 shows the
valence band structure of germanium. As previously described, 10 um light
can saturate hole transitions from the heavy to the light valence band (1—2)
at intensities in excess of 1 MW/em2 This causes bleaching of the states in
the heavy hole band so that an increase of the transmission in the 3 um wave-
length region may be expected where these states are coupled to the split-off
band, 3. A LiNbO, parametric oscillator pumped by the frequency doubled
output of a Q-switched Nd : YAG laser with peak powers up to 500 W, was
employed as the frequency tunable probe at 3 um. With 9-6 um pumping, a
broad saturation dip was observed centred at 3360 em~! with a width (FWHM)
of 1060 em~! as shown in fig. 3.6.5. An estimate of the dephasing time from
these results gave 7', ~0:016 ps compared to T, ~ 0-057 ps calculated for lattice
interactions of this energy in the split-off band.

James and Smith (1979) have recently recalculated the wavelength
dependence of the saturation of the intervalence band transitions in germanium
at 10 um. Previous calculations (Komolov et al. 1977, Sargent 1977) failed to
predict the correct wavelength dependence. These authors used k - p theory
taking account of the anisotropy and non-parabolicity of the bands.
The results show good agreement with the previously observed increase in
saturation intensity with increased photon energy. The temperature depen-
dence was also calculated showing an increase in I, with temperature due to the
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Fig. 3.6.4
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increased rate of phonon scattering. These calculations have been extended
to other p-type semiconductors (James and Smith 1980 a, b) and the systematic
dependence of the saturation intensity analvsed in terms of the material para-
meters.

§ 4. TRANSIENT GRATINGS

Previous sections of this article have described experimental studies of
transient phenomena in semiconductors by making use of various non-linear
optical interactions with laser radiation. In particular, double beam excite-
probe methods have been described in §3. A special situation, neglected so
far, occurs when the two beams are coincident in time as well as space at the
sample surface. Interference of the two coherent radiation fields can cause a
spatial modulation of the optical properties of the material with a period, A
dependent on the angle, 26, between the two beams :

A=A/2sin 6. (4.1)

A moving interference pattern is produced by superposition of two light
waves with different wavelengths but most studies have been carried out with
two beams from the same laser. The resulting transient diffraction grating
gives a powerful tool for the study of various relaxation and diffusion processes
on short timescales by observing either the self-diffraction of the creating
beams or the diffraction of a third, delayed pulse at the same or some other
wavelength. Laser-induced gratings have practical applications in holography
for real-time storage and processing of optical data as well as in distributed
feedback lasers (Eichler 1977). The closely related application of phase
conjugation by four-wave mixing will be discussed in § 6.4. Kichler (1977,
1978) and Vinetskii et al. (1979) have reviewed techniques and research into
laser-induced gratings in solids, plasmas, laser materials and dye solutions.
In this section we will concentrate only on recent grating studies in semicon-
ductors.

Gratings arise because the absorption and the refractive index depend on
the intensity of the incident radiation. The interaction may be described by
third and higher-order coefficients of the non-linear susceptibility in the usual
formalism of non-linear optics just as for four-photon mixing. The time
constants of the material are accounted for in the frequency dependence of the
susceptibility. Two extreme cases are usually considered for the production
of diffracted radiation. One is the ‘ thin ’ grating or Raman—Nath region in
which all of the diffracted waves have an optical path difference which is
negligible compared to the wavelength. This applies to the most commonly
met situation in semiconductors when a free carrier grating is generated at the
surface by single photon interband transitions. When this condition is not
satisfied, the grating is termed °thick’ and the Bragg condition (phase-
matching) must be fulfilled for efficient generation of a diffracted beam.

In semiconductors, the grating is normally created by the generation of an
excess carrier concentration due to the interfering light. These carriers may
cause a modulation of both the absorptive and refractive properties of the
material (i.e. amplitude and phase gratings respectively) so that a complete
understanding of the diffraction process requires the determination of which
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of these will dominate in any instance. Woerdman (1971) has distinguished
between amplitude and phase gratings by comparing the self-image of a silicon
grating in a probe beam with the self-image produced by a photographic
amplitude grating. In most cases investigated so far, the phase grating is
thought to dominate the diffraction. The change of refractive index, An,
can be calculated to a first approximation from the Drude model for free
carriers, § 2.4,
47 Ne?

Ap= ——
2nm*w?

(4.2)
where N is the density of the excited electron—hole pairs, e is the electron
charge, n is the refractive index, m* is the reduced effective mass of an electron—
hole pair, and  is the frequency of the diffracted light.

Monitoring the change in diffraction efficiency of a probe beam at delays
after the grating formation by the two excite beams can determine the diffusion
or relaxation constants of the material. Recombination and diffusion affect
the grating decay independently. For the case of a diffusion dominated
grating, the decay time 7, will be a function of spatial period, A so that the
ambipolar diffusion coefficient, D,, may be extracted from,

A2
D= 472D, -
a

In self-diffraction studies, the diffusion coefficients have been calculated
from the variation in peak diffracted intensity with the inverse square of the
grating period. At high excitation levels, the diffusion coefficient may become
carrier density dependent and the recombination rate increase due to the Auger
and other density dependent processes.

(4.3)

4.1. 87

The first semiconductor grating experiments were carried out in silicon by
Woerdman and Bolger (1969), Woerdman (1970 a, b, 1971). @-switched
Nd : YAG laser pulses were split into two beams and then superimposed with
some small angular separation on a silicon slice. A series of spots were
observable on a screen behind the sample due to self-diffraction of the radiation
(Woerdman and Bolger 1969). Intensities of approximately 1 MW/em? gave
estimated carrier densities of 1017-1018 cm—3 and a refractive index modulation
of about 10-4, resulting in a phase grating with a diffraction efficiency of a few
per cent (Woerdman 1970 a). This was used to create transient holograms,
fig. 4.1.1, with lifetimes of 20-30 ns, consistent with a grating decay mechanism
due to carrier diffusion.

Jarasiunas and Vaitkus (1977) found that the threshold for self-diffraction
in silicon using a @-switched Nd : glass laser was 0-1 MW/cm2. The depen-
dence of self-diffraction intensity on grating period was used to measure
diffusion coefficients in two samples of 12 and 18-5 cm?/s in good agreement
with those deduced from Hall measurements.

Shifted holograms have been produced in silicon by placing the crystal in
crossed electric and magnetic fields. The Lorentz force shifts the distribution
of electrons and holes relative to the generating light field and resulted in a
309 increase in the intensity of the self-diffracted light (Vinetskii et al. 197 7).
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Fig. 4.1.1

(b) () (d)

Reconstructions from free carrier hologram in silicon. (a) Original transparency.
(b) Reconstruction with 2Ljc=3 ns. (c¢) Same as (b), but camera focused
behind the reconstruction. (d) Reconstruction with 2Lje=22ns. (After
(Woerdman 1970 a.)

4.2, (e

Temporary and permanent gratings have been formed on the surface
of germanium by Wiggins and co-workers (1974, 1978, 1979) using two beams
from a ruby laser producing 30 ns pulses at 6943 A and the diffraction observed
in reflection. From these studies, it was concluded that the change in the
optical properties was due to heating of the surface. This was also the deduc-
tion of similar work by Vaitkus et al. (1978) using both ruby and @-switched
Nd : glass lasers with nanosecond pulse durations. Using mode-locked
neodymium lasers with picosecond pulse widths, heating is avoided and the
grating formed by the change in the refractive index is due to the spatial
modulation in the large density of carriers generated by the laser excitation,
§ 3.1 (Kennedy et al. 1974, Shank and Auston 1975, Lindle et al. 1979).

Recently, Smirl, Moss and Lindle (1981 a, b), Moss e! al. (1981) have used the
transient grating technique to separate contributions from the density depen-
dent diffusion coefficient and non-linear recombination coefficients of ger-
manium using 35 ps pulses from a Nd : YAG laser. The interference between
two spatial and temporally coincident excite pulses produced a spatially
modulated free carrier grating close to the surface and the decay of this grating
was monitored by measuring the first-order diffracted light in transmission
from a third (probe) pulse at 1:55 um as a function of time delay. Since the
photon energy of the probe at 1:55 um is below the direct band-gap of germanium
(see § 3.1), the probe ‘sees ~ an index grating. Figure 4.2.1 shows the room
temperature results for three different angular separations, 26, of the excite
pulses, and hence different grating spacings, A. Here the peak surface carrier
density was 4 x 10 em~3. Notice that the grating lifetime becomes smaller
with decreasing grating spacing indicating increasing importance of diffusion
for these smaller spacings. The calculated fits to the data using a Drude
model for the free carrier plasma yields a diffusion coefficient, D, of 53 cm?/s
and a recombination lifetime larger than a nanosecond. At 100 K, similar
measurements gave D =142 cm?/s. Experiments carried out at higher carrier
densities, N’ > 1020 em~3, (Smirl, Moss and Lindle 1981 b), showed that the Auger
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recombination process becomes significant. Smirl et al. deduced from a numeri-
cal analysis of these high density transient gratings that the assumption of a
density-independent diffusivity agreed best with the data contrary to that
expected from simple models which do predict a density dependence.

Fig. 4.2.1
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4.3. Gads, InP and InAds

Hoffman et al. (1978), Jarasiumas, Hoffman et al. (1978) have used transient
gratings to investigate surface recombination in GaAs and InP. The gratings
were generated by the interference between two beams of 0-53 um radiation
from a frequency doubled Nd : glass laser with 6 ps pulse duration. A typical
carrier concentration of ~ 1020 cm—3 was estimated just after excitation due to
single-photon interband absorption. A delayed probe pulse at 1-06 um from
the same laser (photon energy less than the band-gap) monitored the decay
of the induced phase grating in time. Figure 4.3.1 shows the results for
n-GaAs, p-InP and n-InP. Theoretical fits to the data for various values of
diffusion coefficient, D. and surface recombination velocity, S, show that
surface rccombination is the dominate mechanism for the grating decay.
(Bulk recombination rates such as Auger recombination would deplete the
plasma on a time scale of hundreds of picoseconds.) This method thus gives a
sensitive. direct method for measurements of recombination at semiconductor
surfaces.
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A ruby laser with 20 ns pulse duration was used by Wiggins and Qualey
(1979 b) to assess InAs as a candidate for optical amplification by self-diffrac-
tion. Like the previous measurements in germanium using a nanosecond
pulsed laser, the observed enhanced reflectivity due to a transient phase grating
on the surface arises due to change in refractive index with radiation heating.

Fig. 4.3.1
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Experimental (points) and calculated (curves) diffraction efficiency versus probe
delay for n-InP, p-InP and n-GaAs. (After Hoffman ef al. 1998.)

4.4. CdS, OdSe, CdTe and ZnSe

Two-photon excitation has been used to create free carrier gratings in
CdS (Borsheh et al. 1973, Jarasiunas and Gerritsen 1978), CdSe (Jarasiunas and
Vaitkus 1974, 1977, Jarasiunas et al. 1978), ZnSe (Jarasiunas 1977) and CdTe
(Kremenitskii et al. 1979) with §)-switched ruby and Nd : glass lasers. The
relatively high two-photon absorption coefficients of CdS (E,=2-41eV) and
CdSe (E,=1-8eV) at the ruby laser photon energy allowed Jarasiunas and
Gerritsen (1978) to observe several self-diffracted orders in sub-millimetre
thick crystals showing that the thin grating criterion was obeyed. ZnSe
(E,=2-7eV) has a smaller two-photon coefficient and a thick grating was
created in this case. An analysis of the dependence of the self-diffracted
peak intensity as a function of grating period gave ambipolar diffusion co-
efficients of 3 em?/s (300 K) and 20 ecm?/s (62 K) for CdS, 65 cm?/s (13 K) for
CdSe and 2-5 cm?/s (300 K) for ZnSe. At large grating periods (~ 100 um),
recombination dominates diffusion for the grating decay in CdS. A measured
lifetime of 9 ns at 62 K is consistent with recombination via exciton states.
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Transient gratings have also been generated in CdS by single photon ab-
sorption of frequency doubled Nd : YAG at 0-53 um (2-34 eV) by Eichler et al.
(1978). The grating was studied by detecting the diffraction of pulses from a
flashlamp pumped dye laser after creation by the YAG laser. The long pulse
length of the dye laser allowed the investigation of the grating decay as a
function of time. The photon energy was not sufficiently high to generate the
grating by valence to conduction band transitions. At low pulse energies, the
intensity dependence of the observed Bragg diffraction indicated that the
absorption was probably due to transitions involving shallow impurity levels
rather than by two photon absorption. Use of a 1 em thick crystal of CdS

Fig. 4.4.1
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allowed a diffraction efficiency of 25°, with dye laser depletion of up to 509,.
In this case, the decay time of the grating was found to be independent of
grating spacing. Two characteristic decay time constants were also obtained
for the decay of red luminescence from CdS.

A first order diffraction efficiency of over 309, has been measured in CdSe
by Baltrameyunas, Vaitkus et al. (1976), Baltrameyunas, Jarasiunas et al. (1976),
and Vaitkus ef al. (1980) using a ruby laser which operates at an energy just
below the fundamental absorption edge of this I1I-VI compound. The
temperature of the crystal was adjusted to give a resonance between the
photon frequency and the energy of the free A(n = 1) exciton minus the energy
of one optical phonon. Efficient diffraction was observed at only 100 kW/em?
at 86 K, as shown in fig. 4.4.1, but the amount of scattered radiation decreased
rapidly when the temperature was altered. A detuning of 4-5meV de-
creased the absorption corrected diffraction efficiency by a factor of two.
Decreasing the grating period reduced the number of diffracted orders because
of the change from Raman-Nath to Bragg diffraction econdition.

§ 5. WEAK EXCITATION STUDIES

Many of the experiments involving lasers and semiconductors make use of
the very large intensities available from pulsed lasers with I»1kW/em?
being usual ; such work was reviewed in §3. However, the linear optical
properties of semiconductors have historically been determined using conven-
tional spectroscopic techniques in which intensities are likely to have been on
the order of 1 mW/ecm? or less. This leaves a range of more than six orders
of magnitude to be investigated, with the intensities required readily available
from c.w. lasers.

Of course the distinction between weak and strong excitation studies (the
latter discussed in the previous section) is to some extent arbitrary, but
the experimental work in this section generally proceeds gradually from the
linear regime to the beginnings of the non-linear regime, and is performed
primarily with c.w. lasers.

The work we will discuss here is mainly concerned with phenomena near
the band-gap energy in the direct band-gap I11-V semiconductors InSb and
GaAs. In both cases, large effects on both absorption coefficient and refractive
index are seen which would be masked entirely at larger intensities. Although
the two materials are very closely related to each other, the physics of the optical
spectrum near the band-gap energy can be quite different, particularly at low
temperatures. The difference results from the difference in the conduction
band effective mass, m,, which in turn can be regarded as being due to the
difference in band-gap energy E,, with (approximately) m.ocE,: at 0 K in
GaAs E,~1-52 eV, m.~0:07 m and in InSb K, ~0-24 eV, m.~0-014 m. This
has two well-known consequences : the calculated exciton orbit radius in InSb
is ~700 A compared to ~ 140 A for GaAs so that the electron-hole correlation
(which can be regarded as strongly screened if there is one free carrier per
exciton volume) is screened at very low free carrier concentration in InSb
(~10' em—3) ; donor impurities (whose orbit radius is almost the same as the
exciton radius) ‘ overlap ~ at the same low concentration in InSb leading to
‘banding " of the donor electrons and preventing freeze out of free carriers in
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n-InSb.  Consequently unless magnetic fields are applied, excitonic structure is
absent in all but the purest samples of InSb at very low temperatures (the exci-
ton binding energy in InSb is ~ 0-4 meV=k7T at T~ 5 K) and even the rema-
nent Coulomb correlation between electron and hole appears to play little part
in determining the absorption spectrum just above the band-gap energy.
In contrast, GaAs particularly below ~ 50 K, shows both strong excitonic struc-
ture below the band-gap and modification of the absorption spectrum above the
band-gap due to Coulomb correlation. This constrast between the linear spectra
of the materials is reflected in the non-linear properties as will be discussed
below, suggesting at the very least that a variety of dynamic non-linear optical
effects will exist in other materials and at other temperatures. Weak excita-
tion studies remain to be investigated in most other direct gap materials al-
though this should prove a fruitful area of research. Hildebrand et al. (1978)
have already commented that some-non-linear absorption can be observed
under c.w. excitation in GaSb, and as early as 1969 Ashkin et al. observed non-
linear absorptive and refractive effects in CdS.

It should be emphasized that in both InSb and GaAs the non-linear effects
are very large (e.g. effective X® (w : w, —w, w)~1 e.s.u. has been measured in
[nSb) and consequently they may have immediate applications in other fields ;
for example, both InSb and GaAs have been used to demonstrate optical
bistability at low c.w. laser powers (see § 6.5).

5.1. InSb

The saturation of optical absorption in InSb at 2 K just above the band-gap
energy was investigated by Nurmikko (1976 a) with sub-nanosecond 5-3 pm
pulses (fig. 5.1.1 (a)) and by Lavallard et al. (1977) (fig. 5.1.1 (b)) using a c.w.
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(a) The transmitted optical energy versus incident optical energy in a 25 um thick
InSb sample at 53 um. (After Nurmikko 1976 a.) (b) Transmitted power
versus incident power for CO line #v=2382meV. The a, b, ¢ curves are
obtained for different positions of the laser spot on the sample. (After
Lavallard et al. 1977.)
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(‘0 laser. The (O laser is particularly suited to studying InSb as it produces
~ 60 lines, approximately evenly spaced in the spectral region 5-2-6-0 um
which covers the band-edge region in InSb at both liquid helium and liquid
nitrogen temperatures (although the band-gap is too narrow at room tempera-
ture). Lavallard et al. were able to saturate the absorption above the band-gap
with intensities ~ 100 W/em? in samples ~ 60 um thick. Furthermore they
demonstrated that the CO beam transmission could be enhanced by shining a
Nd : YAG laser beam (1-06 um wavelength) coincidently on the sample and
deduced that consequently the saturation in InSb was not explicable as self-
induced transparency or ‘ state-filling * (hole-burning) saturation. They were
able to explain their results by assuming that the excited carriers relaxed to
thermal! Fermi distributions (through carrier—carrier scattering). The carrier
temperature was assumed to result from the balance between the excess energy
input for each created e—h pair (i.e. the photon energy, fw, less the band-gap
energy, E;) and the energy loss due to recombination ; energy loss to the
lattice was estimated to be negligible. The band-gap energy itself was
measured from the luminescence spectrum so that band-gap renormalization
(~3meV in these experiments with carrier densities ~4x 10! cm~3) was
included. The luminescence spectrum was also consistent with the Fermi
distribution.

Miller, Mozolowski et al. (1978) investigated the intensity-dependence of
absorption coefficient and refractive index in low concentration n-InSb at 4 and
77 K, also with a CO laser, in the region just below the band-gap energy, where
there is a linear absorption ‘tail’. They observed a strong saturation of
absorption in the tail at 4 K in the intensity range 1 mW/em? to 30 W/cm?
(fig. 5.1.2.) At 77 K, where the absorption tail is much longer (i.e. extends to
lower energies), the absorption is linear until above ~ 30 W/em? when it starts
to rise ; Miller et al. ascribed this to induced free carrier absorption. At both
temperatures, however, they observed that increasing the power in the Gaussian
laser beam focused onto the sample led to a progressive distortion of the
transmitted laser beam shape (seen in the diffraction far field behind the sample)
at intensities 230 W/cm?, the beam gradually broadening and acquiring a
multiple ring structure. They explained this as a consequence of intensity-
dependence of refractive index resulting in either self-focusing or self-defocu-
sing of the beam. (The two are not distinguishable from their far-field be-
haviour). Thermal causes were shown to be unlikely, and the qualitative
explanation suggested was non-linear refraction due to interband saturation
by analogy with the well-known intensity dependence of refractive index seen
in atomic vapours when pumping just below resonance ; in this case a self-
defocusing non-linearity (i.e. refractive index decreasing with increasing
intensity) is predicted. Holah et al. (1979) showed that this intensity-depen-
dence resonated strongly as the band-gap energy was approached at 4 K, as
expected from the saturation model.

The absorption at liquid helium temperatures was observed through
photoconductivity by Seiler and Hanes (1979) in the band tail region (again
using a CO laser). They observed a photoconductive signal even when pump-
ing below the band-gap and proposed that this signal was due to transitions
between acceptor states, just above the valence band, and the conduction band,
although it seems likely that the experiments were performed at intensities
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InSb absorption tail at 5 K, showing linear absorption and saturated absorption
results (heavy continuous and heavy dashed lines respectively) together with
speculative divisions (light dashed lines) between portions of absorption due
to differing causes. See test for discussion of regions 1-4. (After Miller
1981 b.)

where in the experiments of Miller, Mozolowski et al. (1978) this absorption had
reached saturation.

The absorption saturation at liquid helium temperatures was examined in
greater detail by Miller (1981 b). He found that in the spectral region where the
linear absorption had been satisfactorily explained by acceptor-to-conduction
band transitions, the saturating absorption could be explained with good
qualitative and quantitative agreement, by a simple model which predicts a
homogeneous saturation for this type of process, with saturation intensities
~1 W/em2.  However, other parts of the absorption tail were resolved in these
experiments by their different saturation behaviour (see fig. 5.1.2). Region 4
is the background absorption measured at longer wavelengths and assumed to
extend uniformly in this spectral region. Region 2 is the absorption supposed
to result from acceptor-to-conduction band transitions. The absorption in
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region 1 is distinguished by having a very low saturation intensity ~0-1 W/em?,
(The precise division between regions 1 and 2 is conjectural as it could not be
accurately determined from experiments). By contrast, the absorption in
region 3 which remains after saturating out regions 1 and 2, is substantially
Jinear and appears to rise steeply as the band-gap energy (nominally ~235-5
meV) is approached.

The absorption in regions 1 and 3 remains to be explained. Region 1 would
be consistent with a relatively small number of states with large absorption
cross-sections. Region 3 could be explained by, for example, scattering-
assisted transitions coupling relatively large numbers of final states, and the
absence of saturation in the band tail absorption at 77 K (Miller, Mozolowski
et al. 1978) is consistent with a similar type of process. Hanes and Seiler (1980)
demonstrated that absorption in this region below the band-gap at liquid helium
temperatures caused a cooling of the electron distribution in the conduction
band. They ascribed this effect to acceptor-to-conduction band transitions
creating free carriers in the conduction band with excess energies below the
mean energy per carrier in the existing electron distribution thereby reducing
the mean energy per carrier. However, to explain their results within ~3 meV
of the band-gap, they invoked a further acceptor impurity level 3 meV above
the valence band for which there is apparently no independent evidence at
present. Miller (1981 b) suggested that the cooling could also be explained by
invoking carrier—carrier scattering to assist the absorption just below the edge
in which case the energy to complete the transition would be extracted from the
existing electron distribution resulting in an overall reduction of the electron
distribution thermal energy. It is also likely that at the intensities used by
Hanes and Seiler (1980) the acceptor-to-conduction band absorption was again
saturated.

Weaire et al. (1979) demonstrated that the non-linear refraction at 4 K was
indeed self-focusing (i.e. dn/d] =n, < 0), as expected from the saturation model.
They compared measured beam shapes in the near and far field behind the
sample with theoretical profiles, calculated on the assumption that the incident
gaussian intensity profile was maintained in propagating through the crystal
but a gaussian phase ‘lead ’ (or ‘lag’) was acquired. This model confirmed
that the beginnings of self-focusing and self-defocusing are indeed totally
indistinguishable in the far field but easily separable in the near field, fig.
5.1.3, and explained the characteristic ring structure ; the calculated profiles
agreed well with experiment. They also demonstrated that beam profile
distortion is a simple and comparitively accurate technique for measuring non-
linear refraction in bulk materials with n,~ — 6 x 10-% cm?/W being measured
for InSb at ~5 K at a laser wavenumber of 1886 cm~!; as a general rule
significant Broadening and distortion of the beam will be seen in the far field
for A/2 to A non-linear length change in the beam centre regardless of beam
size. These observations also confirmed that the non-linear refraction is not
thermal in origin since increasing temperature is expected to close up the band-
gap leading to an increased refractive index (i.e. self-focusing) rather than the
observed reduction. Miller, Smith and Johnston (1979) provided further
evidence for this non-linear refraction through the observation of non-linear
Fabry-Perot action and optical bistability (see § 6.5) : this was extended to
demonstrate ¢ optical transistor = action by Miller and Smith (1979) who also
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Experimental (solid lines) and theoretical (broken lines) intensity profiles (a) in the
near fields at 7 em from the sample and (b) in the far field at 189 em. Data for
130 mW beam of 1-67 mm spot diameter on laser line at 1886 em™ ; InSb
sample and temperature 5 K. Theoretical profiles are shown for the self-
defocusing condition (x=3-5, dashed lines) in the near and far field and for the
self-focusing condition (x = — 3-5, dot-dashed line) in the near field to emphasize
that the experimental results originate from a defocusing. In the far field,
the focusing and defocusing results are practically identical. The theoretical
and experimental plots are normalized to give the same power levels. (After
Weaire et al. 1979.)

presented the first attempt at a quantitative model for non-linear refraction by
saturation in InSb by scaling from the atomic case, although the relative in-
fluences of interband and intraband relaxation were not clear. Also, the form
of the resonance of the non-linear refraction at 4 K was quantitatively a poor fit
(although displaying the correct qualitative features) and the absolute magnitude
required an essentially unknown parameter (7',/7,).

One major difficulty in any a priori model for the non-linear refraction
around and expecially below the band-gap is that the basic mechanism for the
absorption is not understood in sufficient detail as has already been discussed
above in this section, and yet the absorption is fundamental to obtaining any
saturation effect. The basic qualitative model for the non-linear refraction
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is simple : the finite absorption of radiation below or about the nominal band-
gap creates free carriers inside the bands by some mechanism (e.g. scattering-
assisted absorption) : these carriers alter the absorption for frequencies above
the band-gap and. by causality, the refractive index below the band-gap is
altered as a result. The difficulties with any complete model lie in knowledge
of (i) the precise absorption mechanism. (ii) the distribution of the excited
carriers among the states which in turn requires (iii) a knowledge of the scatter-
ing mechanisms and even to some extent (iv) the precise nature of the states
they occupy as these may be influenced by many body effects.

Miller. Smith and Wherrett (1980) (MSW) considered two limiting cases of
the saturation model—* direct saturation ~and Burstein-Moss shifting. In the
“ direct saturation ' case, the scattering between k-states is neglected entirely,
and absorption is presumed to result from broadening of the direct interband
transitions (7', broadening): thus the semiconductor bands (of which only
heavy hole and conduction bands are considered dominant) can effectively be
divided into separate two-level systems, one for each k. Thisisa generalization
of the scaling model of Miller and Smith (1979).  I[n the Burstein-Moss shifting
model, the carriers are excited by an unspecified mechanism through a pheno-
menological absorption coefficient a and now intraband scattering is assumed
strong giving a thermal distribution (in this case a 0 K Fermi distribution) and a
resultant total blocking of a part of the absorption spectrum. It is shown that
when the models are chosen with the same (measured) absorption coefficient,
the results are identical within a small factor, and both can explain the observed
magnitude of the steady-state non-linear refraction at 4 K assuming interband
recombination times (approximately hundreds of nanoseconds) are the domi-
nant relaxation mechanism. 7. This simple Burstein-Moss blocking model

- gives for n, (=dn/dI)
27 [eP 2 AT R
y=—— — | 5.1.1
2 3n (flw) hw, —whhew (5 )

where P is the usual momentum matrix element. n is the linear refractive index.
hw is the photon energy and fw, is the band-gap energy.

The reason for the poor resonance agreement of the *direct saturation ’
mechanism lies in its poor prediction of the form of the absorption below
the gap for T, independent of k. However. the Burstein-Moss shifting model
makes no prediction at all of absorption coefficient. Because the pumping is
below the band-gap. the connection with the work of Lavallard et al. (1977) is
not clear.

Wherrett and Higgins (1981) have investigated the direct saturation and
Burstein-Moss shifting models in greater detail. including the effects of finite
temperature and initial carrier concentration. and the light-hole band. They
also demonstrate theoretically that it is indeed comparatively difficult to
saturate the absorption below the band-gap when it is due to scattering-assisted
transitions (in this particular case T, broadening) and also that ironieally the
non-linear refraction. which is due to saturation. can occur in the presence of
substantially linear absorption at the pumping frequency. as is observed experi-
mentally. In the experimental measurements it is usually the first-order
coefficient. n,. of refractive index change with intensity that is measured.
In the saturation models to lowest order the induced populations are created by
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linear absorption, giving a refractive index change proportional to intensity :
hence any intensity dependence of absorption only enters to give higher order
changes in refractive index. MSW also interpreted the data of Miller, Smith
and Johnston (1979) on non-linear Fabry-Perot action as implying an eventual
saturation of the change in refractive index itself, consistent with a saturation
model.

The basic theory of the Burstein—Moss shift effect on refractive index has
also subsequently been discussed by Moss (1980) who points out that there
is empirical evidence in, for example, Ge, that free carriers can be created
(and give rise to photoconductivity) for photon energies as low as 0-1 eV
below the band-gap. His analysis differs from that of MSW and Wherrett and
Higgins (1981) by assuming that the absorption edge is approximately ‘ square ’
and moves upwards with increasing carrier concentration at a rate determined
by the Burstein-Moss shift in a parabolic band whereas the former authors
treat the density of states and the form of the saturable absorption edge self-
consistently using a parabolic density of states throughout.

MSW also showed that non-resonant induced free carrier plasma refraction
was unlikely to explain the observed non-linear refraction because it is too
small. This was confirmed by transferred beam distortion experiments
(Miller, Smith and Seaton 1981 b) which showed that, whereas self-defocusing
caused by a strong pump beam caused a similar effect in a weak probe beam at
the same wavelength, as the photon energy of the probe was moved away
from the band-gap the induced distortion reduced and could only be restored
by increasing the pump power ; if the effect had been due to the non-resonant
plasma contribution the transferred distortion would have increased for
lower probe photon energies.

The discussion so far has concentrated on the results at liquid helium
temperatures but Miller, Mozolowski ef al. (1978) also observed non-linear
refraction at 77 K. Miller, Smith and Seaton (1981 a, b) measured n,~
—3x 1073 cm?/W at 1856 cm~! in n-InSbh at 77 K, equivalent to an effective de-
generate four-wave X® (w : w, —w, w)~ 1 e.s.u. (typical non-resonant values of
X3 are ~1071%e.s.u.) and ascribed this to the same basic mechanism of non-
linear refraction by band-gap resonant saturation. Miller, Seaton et al. (1981)
investigated the non-linear refraction at 77 K in greater detail and measured
n, between 1750 and 1850 em ! (the nominal band-gap at 77 K is ~ 1835 cm~1).
They proposed a saturation model, based in this case on Boltzmann rather than
0 K Fermi statistics as appropriate to these conditions, but otherwise similar
to the Burstein—Moss shift model of MSW'.

They were able to obtain a good fit to their experimental results using no
fitted parameters and measured absorption coefficients (see fig. 5.1.4). Using
measured absorption coefficients, Smith and Miller (1980) were also able to
obtain good agreement on the Burstein-Moss shift model for the n, measure-
ments at 5 K (see fig. 5.1.5) although in this case the good agreement must be
regarded as partly fortuitous due to the difficulty in measuring the relevant
absorption coefficients.

Koch et al. (1981 a) have recently calculated the plasma density dependence
of refractive index in InSb near the band-gap, including band-gap renormaliza-
tion, for specific cases at both 5 and 77 K. They find for the conditions they
choose (chosen to simulate the experimental conditions used by Weaire et al.
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with theory (solid line) for r, (Miller et al. 1981 a) for various lengths of InSh
samples at 77 K.

(1979) and Miller, Smith and Seaton (1981 a, b), that the refractive index just
below the band-gap decreases with increasing carrier concentration, as observed
experimentally. with magnitudes in approximate agreement with experiment.
In this calculation the band-gap renormalization is assumed to shift the entire
conduction and valence bands uniformly relative to one another and the
collision-broadening of the states is neglected. Non-parabolicity is included
in the band structure. but it is not clear if this makes any significant difference
for this calculation compared to a parabolic approach. The change in refractive
index is deduced through the Kramers-Krong relations from the calculated
change in the absorption spectrum (which includes both band-gap renormaliza-
tion and saturation effects). Band-gap renormalization always leads to a
reduction in effective one-electron band-gap energy with increasing carrier
concentration. Therefore for frequencies below the band-gap. it should cer-
tainly result in an inerease in refractive index for higher concentrations (as may
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readily be verified from the Kramers—Krong relations). The observed decrease
in refractive index in their calculations therefore implies that, in this region,
the saturation contribution is dominant. In the limit of negligible renormaliza-
tion contribution, the calculation of Koch et al. (1981 a) should reduce to the
Burstein—Moss shift model of MSW at 0 K, the Boltzmann model of Miller,
Seaton ef al. (1981) at high temperatures and the general formalism presented by
Wherrett and Higgins (1981) at arbitrary temperatures (with a small correction
for non-parabolicity).

The discussion so far has centred on non-linear effects without applied
magnetic field. MacKenzie et al. (1980) observed intensity dependence of
Faraday rotation in cooled InSb in a magnetic field using a c.w. CO laser,
showing resonances as the laser radiation approached the band-gap energy
and also at the energy associated with acceptor-to-conduction band transitions
(see fig. 5.1.6) ; this phenomenon appears to be the analogue of the non-linear
refraction at zero magnetic field and can be qualitatively explained as follows.
With the applied field, the conduction band in particular shows strong splitting
into Landau levels ; alternative levels in the scheme correspond to opposite
electronic spins with levels of one spin having a preferentially strong optical
interaction with one sense of circular polarization. The direct saturation of
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Fig. 5.1.6
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of radiation frequency in InSb at ~15 K with discrete points joined by line
for clarity. (After MacKenzie et al. 1980.)

such an interband magneto-optical transition has been observed and is shown
in fig. 5.1.7.  When linearly polarized light is partly absorbed near to the gap,
the resultant saturation will be predominantly that of the lowest available spin
level, resulting in a larger change in the refractive contribution from one spin
level compared to the other. This imbalance in changes in the refractive
contributions results in a net change in the relative velocities of the two
circular polarizations resulting in a change in the (Faraday) rotation of the
linearly polarized light passing through the crystal. As this rotation (and
hence the relative phase change) can readily be measured to better than 1°,
this represents a very sensitive method of measuring these bulk non-linearities,
effectively much more sensitive than the beam profile distortion methods used
at zero field which are sensitive only to ~180° phase changes. Induced
rotations as large as 10% degrees per W/em? per cm length were observed, and
could also be made to saturate at higher powers, qualitatively consistent with
a saturation origin for the effect. Theoretical calculations based on a ‘ direct
saturation * model (Dennis et al. 1980, 1981) were able to predict the overall
form of the observed non-linear Faraday rotation.
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5.2. Gads

Gibbs et al. (1979 a) investigated the saturation of the excitonic resonance
in GaAs at 10 K with intensities between 10 W/em? and 100 kW/em? using a
c.w. dye laser. Their investigation was motivated partly in an effort to find
saturable absorbers with low saturation intensities, extending the earlier
work of Shah et al. (1977) who has observed excitonic saturation (see § 3.2 and
fig. 3.2.2), and led to the empirical observation of a Bloch-like saturation of the
excitonic absorption with a saturation intensity of ~150 W/em? (when cor-
rected for gaussian beam form and finite optical thickness) (see fig. 5.2.1).
They demonstrated that this intensity is approximately that required to
generate one carrier pair or exciton for each excitonic ‘ volume " in the crystal
(i.e. the volume of the lowest excitonic orbit) which implies a density ~ 107 cm?.
Thus on order of magnitude grounds for the saturation intensity they were
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Fig. 5.2.1
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Saturation of the excitonic absorption in a 0-42 pm thick GaAs sample at 10 K,
plotted as «,,L(=In (1/transmission)), where «,, is the effective absorption
coefficient and L the sample length, against intensity. The solid curve is a
fitted theoretical curve on a Bloch-like (homogeneous) saturation model.
(After Gibbs ef al. 1979 a.)

unable to distinguish between three possible mechanisms for the excitonic
saturation ; (1) exciton—exciton collisions, (2) screening of the electron—
hole Coulomb interaction by free carriers and (3) reduction in the number of
potential exciton-forming electrons available in the valence band ; each of these
three mechanisms would be characterized by the same induced carrier and/or
exciton density. They also observed that there was a significant component of
this below band-gap absorption which did not saturate, and hence limited the
practical usefulness as a saturable absorber, particularly for absorptive bi-
stability (see § 6.5). Gibbs et al. (1979 c) investigated the change in refractive
index in cooled GaAs (seen on a weak probe beam below the exciton resonance),
induced by a mode-locked argon ion laser pumping above the band-gap. The
refractive index changes were seen through the induced tuning of the Fabry-
Perot cavity formed from the reflection-coated faces of the crystal itself. They
were able to separate the effects of thermal changes and those due to excitonic
effects by the difference in their temporal behaviour and the sign of dn/dI
(positive for thermal, negative for excitonic). They saw the excitonic phase
shift falling off approximately as 1/AA from 100 to 300 A below the gap, as
expected for a Block-like effect, and noted that the excitonic index change
saturated at intensities consistent with the observed excitonic absorption
saturation ; they also found the observed phase shifts in agreement with
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approximate estimates for excitonic effects, and concluded they were observing
the consequences of carriers, created by the argon laser pulse, progressively
screening out the exciton resonance with the consequent change in refractive
index. The excitonic effect disappeared gradually with increasing temperature
above ~100 K as expected because k7T is then much greater than the binding
energy. Gibbs et al. (1979 d) subsequently observed optical bistability in
GaAs between 5 and 120 K (see §6.5) thus confirming that the excitonic
saturation effect was indeed associated with a non-linear refraction (created by
the same beam). They were also able to switch this device in less than InS
using a 0-6 nJ 5900 A pulse, thus corroborating their previous measurements
of such two-beam refractive index changes (Gibbs et al. 1979 c).

Koch et al. (1981 b) have attempted to calculate the intensity-dependent
changes of refractive index in GaAs in conditions appropriate to those of
Gibbs et al. (1979 d) including many body effects. Since the actual observation
of bistability was at comparatively high intensities (10°W/ecm?2) Koch et al.
suggest that the change in refractive index is due to plasma effects, these having
previously been observed by Hildebrand ef al. (1978) in GaAs at 10 K. In
their calculation, they include the effects of saturation, band-gap renormaliza-
tion, collision broadening and excitonic enhancement. They calculate the
change of absorption coefficient due to the change in plasma concentration
and deduce the change in refractive index through the Kramers-Kronig
relations. They estimate that the change in refractive index due to excitons
(which can exist only below the critical Mott density) is much smaller than
that due to the plasma effect. Gibbs et al. (1981) however, estimate, on the
basis of the observed Bloch-like resonance, that relatively large intensity-
dependence of refractive index should also exist at low intensities up to the
onset of saturation, with 7n,~4x1074cm?/W. At these intensities (i.e.
<100 W/em?) it is unlikely that the strong plasma effects would exist. An
a priori theory for the Bloch-like saturation remains to be developed for the
GaAs case, although Goll and Haken (1980) do predict Bloch-like saturation
under a variety of approximations.

§ 6. APPLICATIONS

In this section we describe some of the ways in which the physical mecha-
nisms responsible for the dynamic optical non-linearities discussed above are
being employed. This research area may itself be described as dynamic with
many inventive experiments being carried out recently and may well lead to
a variety of fast optical device applications in the future.

6.1. Optical gating

The creation of large densities of non-equilibrium carriers at the surface of a
semiconductor by the absorption of short pulse laser radiation with photon
energies above the band-gap energy can alter the reflection and transmission
properties of the material on a very short time scale. Soon after the develop-
ment of glass lasers, it was found that the rapid reflectivity change in germanium
at large intensities allowed this material to be used as a passive ¢)-switch for a
ruby laser when incorporated as a cavity mirror (Carmichael and Simpson
1964). Other semiconductors, Si, InP, InSb, and GaAs,P have also

1-r
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successfully @-switched a Nd : glass laser (Sooy et al. 1964). However, surface
damage has limited their usefulness for this purpose. Indeed, it is quite
probable that the change in reflectivity in the visible region of the spectrum
at high intensities is due to a molten surface layer. (Birnbaum 1965, Birnbaum
and Stocker 1966, 1968, Blinov ef al. 1967 a, b, Bonch-Bruevich et al. 1968,
Galkin ef al. 1968.)

More recently, dynamic semiconductor plasma reflectivity has been success-
fully employed to gate sub-nanosecond pulses of 10 um radiation. This spec-
tral region lacks a convenient wide gain bandwidth laser for the generation of
picosecond pulses. In the gating technique, a short pulse of laser radiation
incident on the semiconductor creates enough carriers at the surface for the
plasma energy to exceed 0-117 eV (10-6 um). Figure 6.1.1 shows the changes
in reflectivity for Si, Ge and GaAs at 10-6 um as a function of intensity of
@-switched ruby laser pulses. These results, by Galkin et al. (1968), show the
same characteristic shape as the reflectivity of doped semiconductors as a
function of carriers concentration. Germanium, for instance, exhibits a
minimum in reflectance for 10-6 um radiation at a carrier concentration of
2% 10" cm—3 as the plasma frequency approaches the radiation frequency.
For slightly higher concentrations, the refractive index tends to zero resulting
in a large reflectivity. An analysis of the change of reflectivity such as that
shown in fig. 6.1.1. required the correct interpretation of the contributions of

Fig. 6.1.1
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form of the AR oscillograms. (After Galkin et al. 1968.)
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diffusion and recombination to the carrier number just as in the case of dynamic
laser induced free carrier gratings as discussed in § 4.

High speed switching of CO, laser radiation using the reflection and trans-
mission properties of an optically generated plasma in germanium has been
reported by Alcock et al. (1975). In these experiments, 10-6 um pulses were
incident on a slab of polycrystalline germanium at Brewster’s angle to minimize
reflection to ~39%,. These 200 ns duration infrared pulses were synchronized
with 2 ns visible pulses from a ruby laser so that when both beams overlapped
simultaneously on the semiconductor, essentially complete reflection of the
10 pm radiation was observed for ruby intensities greater shan 15 MW/cm?2,
The rise and fall of the reflected infrared pulses took place in a time approxi-
mately equal to that of the ruby laser pulse. The transmission was also
substantially decreased on the time scale of the ruby laser pulse rise time but
had a longer recovery time which was dependent on the visible laser intensity.
This may be understood by considering the rapid diffusion of carriers into the
crystal bulk. The surface density is reduced in a time dependent on the
diffusion constant of the carriers so that the reflectivity will drop when the
plasma frequency falls below the photon energy, however, these carriers
continue to contribute to the absorption for a time dependent on the recom-
bination rate. For high CO, laser intensities, a second reflected pulse was
observed several nanoseconds after the first which may be due to heating of
the carriers by the 10 um radiation when the plasma becomes underdense.

Jamison and co-workers (1976, 1978) extended this technique into the pico-
second regime by using 6 ps mode-locked Nd : glass laser pulses to create the
high density plasma in germanium. The Brewster angle reflected radiation

Fig. 6.1.2
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from a 1 W c.w. CO, laser increased to 85%, for incident 1-06 um energies of
~0-19 mJ/em?3  An optical variable delay gate was used to measure the
temporal duration of the transient reflectivity as shown in fig. 6.1.2. A
second delayed 1-06 um beam was arranged to illuminate another part of the
germanium slab close by. The reflected CO, laser pulse caused by the first
1-06 um beam was returned to the germanium for a second time and could be
reflected again if it was synchronized with this second 1:06 um beam. By
varying the time of arrival of this second laser, a measure of the autocorrelation
function of the transient reflectivity was obtained, resulting in a measurement
of ~ 100 ps for the reflected pulse length at moderate 1-06 um power densities.
Larger pulse lengths were observed at the highest intensities. The fall in
10-6 um reflectivity after this interval of time could be interpreted in terms of
the accepted diffusion constant for germanium (65 cm?2/s) even for carrier
densities up to 101020 cm—3,

A very useful variable length picosecond gate is possible using the same
experimental set-up as is shown in fig. 6.1.2 except that the transmitted light
is employed instead of the reflected light after the 10-6 um radiation has been
incident on the germanium for a second time. Jamison and Nurmikko (1978b)
used a TEA CO, laser in conjunction with a mode-locked Nd : glass laser to
create megawatt picosecond pulses at 10-6 um by this method. The reflection
of 10-6 um radiation at the first location generates a pulse with a rapidly
rising leading edge and a decay tail of ~100 ps in duration. The 10-6 um
beam transmitted through the germanium at the second location was abruptly
cut off due to reflection losses and intervalence band absorption of excess holes
after the 1-06 um excitation. The time interval between the opening and
closing of the switch was determined by the delay in arrival between the
picosecond 1:06 um pulses. The ratio of the intensity of the switched pulses
to the background was 250 and was further increased by passing the pulses
through a hot CO, cell acting as a narrow band absorber. Pulse widths of
less than 5 ps were measured using a Michelson interferometer and second
harmonic generation. Figure 6.1.3 shows a result of the autocorrelation
measurement. Variable width ultra-short pulses at 10 um have considerable
potential for the study of ultra-fast processes in the infrared. For instance,
the avalanche absorption process in InSb and other small gap semiconductors
has been investigated using this technique as mentioned in § 3.5.

Corkum et al. (1978) have demonstrated an alternative method for obtaining
high power ultra-short pulses at 10-6 um using a germanium optical switch.
In this case, a pulsed dye laser operating at 0-6 um controlled the reflection
of a low power c¢.w. CO, laser to give sub-nanosecond pulses. These pulses were
injected into a 7 atm TE CO, laser to induce mode-locking. Measurements
using an optical Kerr effect detection system showed that these pulses had
durations of less than 100 ps (Corkum and Alcock 1978).

Another laser switching technique employing a semiconductor involves the
dynamic Burstein—-Moss shift. As discussed in § 4, a large density of photo-
generated carriers can shift the absorption edge to higher energy enabling the
increased transmission of a probe beam at energies just above the band-gap.
Nurmikko and Pratt (1975) used a 200 ns train of ~ 1 ns mode-locked pulses
from a CO, laser operating at 9:6 um to cause a modulation of the absorption
edge in a 5 um thick film of Pb,_,Sn Te. This excitation photon energy was
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Fig. 6.1.3
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A result of the 1046 um SHG autocorrelation measurements on Ge. (After Jamison
and Nurmikko 1978 b.)

26 meV above the band-gap energy of the alloy at 77 K. A probe beam
consisting of a 100 ns pulse with a smooth temporal envelope at a wavelength
of 10-6 um (10 meV above the band-gap energy) was simultaneously incident
on the crystal and showed a corresponding rapid modulation in its transmission
as shown in fig. 6.1.4. The ultimate speed limiting process of this type of
shutter is the interband recombination rate, which in this case for Pb,_,Sn Te
was of the order of 100 ps.

6.2. Mode-locking

One of the applications of saturable absorbers with fast recovery times is
in the passive mode-locking of lasers. In § 3.6, we reviewed studies of the
intervalence band saturation of p-type semiconductors. The very short
relaxation times and the broadband saturation make them good candidates
for mode-locking infrared lasers. Investigations on germanium around 10 gm
showed that the hole-burning saturation has a 7', relaxation time of less than a
picosecond and is fairly uniform between 9-2 and 10-6 pm. Gibson ef al. (1974)
demonstrated mode-locking of an atmospheric pressure CO, laser with german-
fum, resulting in 1-5 ns pulses. A coated, p-type germanium crystal was utilized
as both a mode-locking element and an output window for the laser and it was
suggested that the same crystal could also be used simultaneously as a power
meter via the photon drag effect. Using a double Rogowski-type of cavity
with two amplifier, mode-locked pulses of 500 ps could be generated.



776 A. Miller et al.

Feldman and Figueira (1974) used a 1 mm thick, AR coated, germanium
slice to mode-lock a sub-atmospheric TE CO, laser. The shortest pulses
were observed by operating the laser near threshold and placing the crystal
close to the output window, fig. 6.2.1. Pulse compression was observed in the
~ 20 pulses of the train. Widths varied from 3 ns at the start of the train to
0-04 ns at the end. A saturable absorber will transmit the peak of a pulse
preferentially with respect to leading and trailing edges leading to pulse narrow-
ing on successive traverses of the cavity.

Fig. 6.1.4
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Transmission of the 10-6 um wavelength radiation in Pb,_,Sn Te (a) in the presence
and () in the absence of pump beam. (After Nurmikko and Pratt 1975.)

Shorter pulse durations have been reported by Alcock and Walker (1974),
by p-type germanium mode-locking a TE CO, laser operating at a gas pressure
of 12 atm. (Increasing the pressure of the CO, laser increases the amplifying
bandwidth by allowing broadening and overlapping of the rotational lasing
lines.) Pulses of 75 ps duration were measured by upconversion of the CO,
output by mixing with Nd : YAG laser pulses in a proustite crystal. The sum
frequency output at 0-96 um could be observed using a streak camera with S-1
response.
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Fig. 6.2.1

Passively mode-locked 10-6 um pulse train at 20 ns/div using p-tvpe Ge. (After
Feldman and Figueira 1974.)

6.3. Optoelectronic gating

One of the most important developments to come from large excitation
electron dynamics in semiconductors using short pulse lasers is electrical
switching and gating. Conventional all electronic devices are normally
limited to response times of ~10-1°s and are more typically 1079 s, although
for particular applications some sampling gates can be as fast as 25 ps. Making
use of the ultra-fast interband photoconductive response of semiconductors
to short optical pulses, detectors, pulse generators and sampling gates can now
be constructed with measured response times less than 10 ps (Auston, Lavallard,
et al. 1980). These laser operated devices are also capable of switching voltages
in the kilovolt range (Le Fur and Auston 1976, Morou ef al. 1980) ; can have a
maximum jitter of as little as + 2 ps, (Mourou ef al. 1980) ; and have found
application in gating of micro- and millimeter waves (Johnson and Auston 1975),
streak camera triggering (Mourou et al. 1980, Mourou and Knox 1980),
high-speed sampling (Lawton 1976, Antonetti, Malley et al. 1977, Leonberger
and Moulton 1979, Auston et al. 1980), active shaping of optical pulses (Le Fur
and Auston 1976, Antonetti, Migus et al. 1977, Agostinelli et al. 1979, Stavola
et al. 1979), and measurement of carrier lifetimes, (Lee et al. 1977, Johnson
et al. 1980, Moyer et al. 1980).

The laser activated photoconductive switch was introduced by Auston (1975,
1976) making use of a high resistivity silicon transmission line with aluminium
conductors evaporated on the top and bottom surfaces as shown in fig. 6.3.1.
A sub-millimetre gap in the upper conductor prevented transmission of a d.c.
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Fig. 6.3.1
‘ON’ ‘OFF’
0:53pm 1-06pm
4 4
<4 [ 4
< < " Microstrip

Transmission Line

/I'

Silicon Substrate

Qut

Ground Plane—/

An optoelectronic gate based on surface photoconductivity and volume photoconduc-
tivity due to the 0-53 and 1-06 um optical pulses on the transmission properties
of the silicon microstrip structure. (After Auston 1975.)

voltage across the device. Absorption of a 5 ps, 0-53 um optical pulse from
the frequency doubled output of a mode-locked Nd : glass laser produced a
thin layer of high conductivity in the gap, turning the switch on and allowing
transmission of the electrical signal. To turn the switch off, a delayed 8 ps
pulse at 1-06 um from the same laser created carriers throughout the depth of
the silicon because of the smaller absorption coefficient at this wavelength,
thus shorting the transmission line and terminating the electrical signal.
To determine the response time of the device, two transmission gates were
operated in tandem. The first gate generated an electrical impulse of 35V
and a duration of 15 ps, while the second gate (also with a 15 ps aperture)
was used to measure the electrical pulse transmission for different delays
between the two gates. Rise times of 10 ps were recorded.

This first device was capable of switching d.c. voltages of up to 100 V.
By using pulsed electrical voltages to avoid breakdown of the bias signal,
Le Fur and Auston (1976) demonstrated switching of 1-5kV. Improvement
in hold-off voltage has also been demonstrated by cooling the silicon to increase
the resistance and avoid thermal runaway (Mourou et al. 1980).

An alternative technique for rapidly terminating the electrical pulse is
to use the second delayed laser pulse to short circuit the transmission line
as shown in fig. 6.3.2. Because only a surface conducting layer is required to
activate the shunt, this method allows the same wavelength to be used for both
optical pulses. Operation of a silicon optoelectronic gate with a shunt to
terminate the electrical signal has been demonstrated using GaAs diode lasers
(Platte 1976) and dye lasers (Auston et al. 1976, Castagne et al. 1976).

Although the electrical switching time for silicon is fast, the recombination
time for the carriers is rather slow, thus limiting the repetition rate of this
device to less than a megahertz. Several other semiconductors with shorter
carrier life times have been investigated. Lawton and Scavannec (1975), Lee
(1977) and Mourou and Knox (1979) have constructed and tested the perfor-
mance of semi-insulating GaAs with a carrier lifetime of less than 100 ps which
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Fig. 6.3.2
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Electro-optic switch showing use of delayed optical pulse at the same wavelength to
rapidly terminate the electrical pulse. (After Platte 1976.)

should allow repetition rates in the (GHz range. This also means that no
“switch off " optical pulse is necessary in order to achieve electrical pulses of
approximately 100 ps in duration. (GaAs has the added advantage of offering
higher room temperature mobility and dark resistivity than silicon. Lee used
a high-strength dielectric insulator between the line and ground plate to allow
d.c. voltages up to 5kV to be applied without breakdown. However, the
maximum output voltage obtained was 0-6 kV, thought to be due to the
reduction of mobility via intervalley scattering at high electric fields (the
mechanism which gives rise to the Gunn effect). This would appear to limit
the usefulness of GaAs for high voltage operation but more recently Mourou
and Knox (1979) have demonstrated switching of voltages up to 8 kV with 909,
efficiency using GaAs in a configuration in which the semiconductor replaces a
section of the central conductor of an HN connector.

A successful optoelectronic switch has been fabricated from Fe-doped InP
by Leonberger and Moulton (1979). The design incorporated a gap of only
3 um width and the response was analysed with various c.w. mode-locked lasers
(frequency doubled Nd : YAG, (GaAs/GaAlAs and doubled Nd, . La,.,sP;0,,).
A switch risetime of 50 ps was achieved with 0-53 um radiation and the results
showed that the switch can be used to generate a pulse train having a 900 MHz
repetition rate and a bandwidth of 6 GHz.

The I[1-VI alloy, (dS,.;Se,.; has been used by Mak et al. (1980), because
of its larger band-gap (2:0 eV) allowing a high dark resistance at room tempera-
ture. The 20 ns carrier lifetime gave relatively long electrical pulses after
switch on by a 0-53 unr optical pulse but these pulses could be shortened to a
nanosecond by using a coaxial pulse forming network.
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Recently, Auston, Johnson and Smith (1980) have reported a reduction of
the photoconductive response time of thin films of crystalline silicon from 1 ns
to 8 ps by ion-bombardment with molecular oxygen atoms for the fabrication of
fast photodetectors. Auston, Lavallard et al. (1980) have also used amorphous
films of silicon prepared by thermal decomposition of silane to give a rapid
photoconductive response. An autocorrelation technique using two identical
strip line detectors has resulted in measured electrical pulse widths of 10 ps for
amorphous films prepared in ultra-high vacuum, fig. 6.3.3.

Care must be taken in the construction of these devices to attain the mini-
mum capacitance of the gap and the maximum transmission bandwidth.
Several authors have discussed the optimum design requirements for the appli-
cations previously mentioned, Johnson and Auston (1975). See also, Castagne
et al. (1978), De Fonzo (1978), De Fonzo et al. (1979), Lee et al. (1980), Meriau
et al. (1977) and Platte and Appelhaus (1976).

Response of am-Si detector to 8 ps pulses from a synchronously pumped Rh6G due
laser. A sampling scope with a 25 ps rise time was used. Horizontal and
vertical scales are 50 ps/div and 5 mv/div respectively. (After Auston,
Lavallard, Sol and Kaplan 1980.) '

6.4. Phase conjugation

The subject of phase conjugation has excited considerable interest recently
(see, for example, Yariv 1978, 1979 for a review). It represents a concept in
applications of non-linear optics entirely different from the classic frequency
mixing and harmonic generation because it deals with the ability of certain
non-linear effects to process optical images. The particular process of ‘ phase-
conjugation ’ is where perturbations on an optical phase front are reversed in
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sense, 1.e. phase leads are converted to phase lags and vice versa. The classic
demonstration of phase conjugation is to aberrate a plane by passing it through,
for example, a piece of roughened glass, and then to generate a ‘ phase conjugate ’
beam from this aberrated beam and pass it, exactly counterpropagating to the
original beam, back through the aberrating glass ; the phase conjugate beam
will have exactly the opposite phase aberrations to those originally introduced
by the glass and the phase conjugate beam after passing through the glass will
be totally unaberrated as can be verified by viewing it directly. The term
‘ phase conjugate * arises from the fact that the reversal of phase aberrations
can be formally expressed by taking the complex conjugate of the spatial
variation of the phase, e.g. if a field can be described by the form

E, exp [i(wl —kz+ $(z, y) |,

where ¢(x, y) describes the lateral variation of phase then its phase conjugate
could be expressed as

E, exp [i(wt +kz — $(x, y))]

which describes a counter-propagating phase conjugate. (Reflection from
an ordinary mirror would give a field of form

E, exp [#(wt+kz+ $(x, y))].

Phase conjugation is also sometimes called the ‘time reversal = although
this terminology can be misleading as there is no reversal of causality involved.
If the field is expressed in the form

E, cos [wf —kz + b, y)]

then its phase conjugate if counter-propagating to the original field. can be
written as

E, cos [wt+kz — d(x, y)]
or equivalently
E, cos [w(—t) —kz + ¢(x, y)],

hence the term ° time reversal .

There are various ways of generating phase conjugates, and the term
is generalized to cover not only those processes in which the conjugate is genera-
ted counterpropagating to the original field. The important point is that the
sense of the phase * aberrations * should be reversed ; this cannot be accomp-
lished by a linear process but can be achieved through, for example, stimulated
Brillouin scattering, three-wave mixing or (degenerate) four-wave mixing
(see, for example, Yariv 1978, 1979) and it is this latter process where dynamic
non-linear optical processes in semiconductors become particularly relevant
because degenerate four-wave mixing (DFWM) requires only waves of one
frequency and hence active processes (e.g. saturating absorption and/or re-
fraction) can give rise to it.

Phase conjugation through DFWM can be given a simple physical inter-
pretation. When two beams of the same frequency interfere they produce a
" grating * of regions of high and low net intensity ; if there is some intensity-
dependence of absorption or refraction in the medium in which the interference
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takes place then a real absorption or phase ° grating " is created in the medium.
If a third beam of the same frequency scatters off this grating, then the resultant
(fourth) scattered beam is the DFWM signal (it will also be of the same fre-
quency). The classic configuration for phase conjugation by DFWM involves
counterpropagating forward and backward ‘ pump ~ beams and a ‘ probe ’ beam
incident on the medium and in this case two separate ‘ gratings’ are formed,
one between front pump and probe off which the back pump is scattered to
produce a ‘signal = beam, and the other between back pump and probe off
which the front pump scatters to produce a ‘ signal * beam (see fig. 6.4.1). In
the special case that the pump waves are uniform plane waves and the non-
linear effect created in the medium is entirely local, i.e. not subject to diffusion
of any kind, then each ‘ grating " is actually a volume hologram of the ‘ object
which gives rise to the probe beam and true phase conjugation will oceur with
the signal beam as the phase conjugate. The phase conjugate can then be
thought of to arise from the fact that the reconstruction beam (e.g. the back-
ward pump in the case of the grating which arises from front pump/probe
interference) is actually the (spatial) complex conjugate of the construction

Iig. 6.4.1
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Schematic representation of degenerate four-wave mixing showing the - gratings .
{(a) The signal, s, resulting from the scattering of backward pump wave, b.
(b) The signal, s, resulting from the scattering of forward pump wave, f. pis
the probe beam. (After Steel ef al. 1979.)
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beam (in this example the front pump). 1In these ideal conditions the two
contributions to the signal beam add equally in the final result.

Some authors like to reserve the term DFWM for the specific case where the
non-linearity is entirely ‘ local ~ and the non-linear response is exactly propor-
tional to intensity. In this case the non-linearity can be exactly described by
the degenerate four-wave third-order susceptibility X® (w : w, —w, w). In the
case of active non-linear processes in semiconductors this is only ever approxi-
mately true, particularly due to the influence of diffusion, but the term DFWM
1s often retained for convenience, even when the intensity-dependence of the
signal wave does not follow the power laws expected for X® effects (see, for
example, Watkins et al. 1981).

Another configuration of DFWM is the so-called forward DFWM in which
there is no back pump beam ; the signal beam is now generated by scattering
of the front pump beam off the grating created by the front pump/probe beam
interference (see, for example Hopf ef al. 1981). This interaction is not in
principle exactly phase-matched, but in practice with short semiconductor
samples and narrow angles between pump and probe this can be effectively
phase matched and strong forward DFWM seen. This beam is also a phase
conjugate if the pump beam is uniform and diffusion is negligible, only now it
will travel in a forward direction ; such a beam can be made into a backward
propagating conjugate by the use of ordinary mirrors and beamsplitters.
The grating formed in the medium can in principle be either an absorption
or phase grating but in the case of nearly all of the experimental work to be
discussed here (with the exception only of Smirl et al. 1980) the grating is pre-
dominantly a phase grating (i.e. due to refractive effects). It will be clear that
the DFWM experiments discussed here are very closely related to the laser-
induced gratings discussed in § 4. Phase conjugation by DFWM is a special
case of these grating phenomena, being restricted to the Bragg regime (as
opposed to Raman-Nath scattering) with all beams at the same frequency.

The first semiconductor in which real-time holography was investigated
was Si by Woerdmann (1970 b) whose work has also been discussed in § 4.1.
The configuration he used for his experiments (which employed a Q-switched
Nd : YAG laser) was exactly that of backward DFWM (except that the back
pump was delayed) although the phase conjugate properties of the backward
signal were not investigated. The grating created in these experiments was a
phase grating due to the dispersion of the free carriers created by one-photon
absorption. He was able to demonstrate image reconstruction and its pro-
gressive degradation with increasing angle between the ‘ probe * and ¢ front
pump ~ beams and also the decay of the hologram in time by delaying the back
pump beam. The degradation in angle was attributed to ‘ washing out ~ of
the grating in the material by diffusion ; this becomes stronger as the angle
between pump and probe increases because the grating spatial period becomes
shorter. The time decay (~ 25 ns) was also attributed to diffusion and found
consistent with other measured diffusion coefficients. In his experiments there
was probably no grating formed by the interference of back pump and probe
because the back pump was delayed in time.

A similar process was subsequently investigated by Jain and Klein (1979)
and Jain ef al. (1979) who examined the magnitude of the backward DFWM
signal both experimentally and on the basis of a simple model. using the known
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form of free carrier dispersion and assuming ambipolar diffusion. The agree-
ment between experiment and theory (Jain and Klein 1979) was good, with
measured effective X® ~ 8 x 10-% e.s.u. for their conditions. Using narrow
angles between front pump and probe (~2°) and good temporal overlap be-
tween front and back pump pulses, they were able to obtain amplified re-
flectivity (150%,) (Jain et al. 1979) in the signal beam for ~ 6-8 MW/cm?® pump
intensity. Results from these experiments are shown in fig. 6.4.2. At low
intensities these results show the rise is reflectivity proportional to the product
of front and back pump intensities as would be expected for a X® non-linearity
(see, for example, Yariv 1978). They ascribe the fall-off in reflectivity at high
intensities to induced free carrier absorption.

In their calculations, Jain and Klein (1979) discount the grating which
would be formed by interference of back pump and probe because diffusion
would effectively destroy it. The spatial periods for the back pump/probe

Fig. 6.4.2
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Jain et al. 1979.)
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grating would be ~0-15 um compared to 61 um for the front pump/probe
grating. Both Woerdmann (1971) and Jain and Klein (1979) pointed out that
narrow-gap semiconductors would be particularly favourable for this kind of
process at longer wavelengths becuase of the increased free carrier dispersion
at longer wavelengths and the smaller effective masses found in direct narrow-
gap semiconductors such as InSb and Hg,_,Cd_Te.

Si has subsequently been examined by Hopf et al. (1981) to assess the quality
of phase conjugation in semiconductors ; previous studies had concentrated
only on the magnitude of the DFWM signal. Hopf et al. investigate primarily
the forward DFWM signal although they also observed backward DFWM.
They used a variety of interferometric techniques to assess the phase conjugate
quality and deduced that at higher probe to signal conversion efficiencies
(e.g. ~509%,) there can be ~ A/2 distortion in the conjugate wave due to self-
defocusing which may be unacceptable in some applications. They also
observed a higher order scattered beam (produced by scattering . the probe
(rather than the pump) off the (front) pump/probe grating) which showed
" phase doubling * rather than phase conjugation. There is some discrepancy
between the results of Hopf et al. (1981) and those of other workers in that Hopf
et al. find their data inconsistent with the diffusion coefficients of other workers,
requiring instead a value some twenty times larger.

Ge has been investigated at 1-06 um by Smirl et al. (1980) using 30 ps
pulses from a mode-locked Nd : YAG laser. In contrast to the Si work where
the absorption at 1-06 um is by the weak indirect process, 1-06 pm radiation
in Ge leads to very strong direct absorption in thin (~ 6 um) Ge wafers. With
pump fluences of ~10-2J/em2, Smirl et al. demonstrated forward DFWM
which they claim is due to the absorption ‘ grating *. They demonstrated by
scattering with a second pump pulse that the grating thus created persists with
a time constant ~ 250 ps.

(te has also been investigated using a CO, laser at 10-6 um. The first
observation by Bergmann et al. (1978) utilized the intrinsic passive ' X®
and is beyond the general scope of this review. Subsequently Watkins et al.
(1981), using intensities in the range 100 kW/em? to 100 MW/cm? in both n
and p-type samples. observed a very steeply rising DFWM signal associated
with a multiple photon valence-conduction band absorption process. This
latter phenomenon led to observed °reflectivities > 1009%, with a pump
intensity-dependence of reflectivity ~ /11 (as opposed to I% for the passive
X®) effect also observed by these authors). This intensity-dependence is
consistent with the observed /55 dependence for plasma creation by the
multiple photon excitation process: the DFWM is thought to arise from
the free carrier plasma refraction grating created by this process. The multiple
photon excitation has itself been studied by Yuen et al. (1980) (see § 3).
Reflectivities as high as 800%, were seen in p-type Ge. For completeness, we
should mention also the work of Depatie and Haueisen (1980) who observed
phase conjugation at 4 um in Ge, although again the ‘ passive ~ X® was used.

DFWM has also been studied in the narrow direct-gap semiconductors InSb
and Hg, ,Cd,T.. These systems have provided the lowest power DFWM in
semiconductors. The only c.w. observation of DFWM in semiconductors so
far reported is in InSb cooled to 5 K (Miller, Harrison et al. 1980), using a c.w.
laser near the band-gap energv and the backward DFWM configuration.
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The source of the non-linearity is thought to be non-linear refraction by
band-gap resonant saturation (see § 5.1) giving a phase grating associated with
the carrier density grating created by absorption ; pumping with ~12 mW
front pump and ~5 mW back pump, ‘ reflectivities * ~ 19, were observed in a
7-5 mm sample with focused spot sizes ~ 200 pm (i.e. intensities <100 W/cm?).
Using a TEA CO, laser at 10-6 um with intensities in the range 10-500 kW/cm?.
Jain and Steel (1980) observed backward DFWM in Hg, ,Cd, T, at room
temperature with reflectivities ~ 109, at 160 kW/ecm? This DFWM was
ascribed to the phase grating due to free-carrier plasma refraction from the
carrier density grating due to absorption ; these experiments were alsoper-
formed near the band-gap energy. The fall-off in ‘ reflectivity ~ at intensities
above ~ 160 kW/cm? was attributed to strong intervalence band absorption
by optically-created holes. DFWM has also been reported by Khan et al.
(1980) in Hg, ,Cd, Te at 12, 77 and 295 K also using a TEA CO, laser with
‘ reflectivities * up to 99, observed. In this case, however, the photon energy
was apparently significantly below the band-gap (different x-values were used
from those of Jain and Steel (1980)) and the non-linearity used was apparently
the © passive = X® associated with conduction band non-parabolicity which is
beyond the scope of this review.

Phase conjugation, including a demonstration of aberration correction,
has also been seen in ZnSe (Borshch ef al. 1980). Although the configuration
used was essentially similar to DFWM, the authors called their observation
more precisely degenerate six-photon mixing as the absorption mechanism for
the generation of the free carrier grating is two-photon absorption of the
exciting ruby laser. The scattering off the phase grating created by this
absorption gives the final signal in the same direction as for DFWM. Using
pump intensities ~ 50 MW /em? they were able to observe ~ 2009, * reflection .
They also demonstrated that to obtain the highest  reflections ’, it was neces-
sary to deliberately misalign the front and back pump beams slightly. They
were able to explain this as a consequence of ‘ self-action * effects (i.e. self-
focusing/defocusing) induced by the laser beams.

In summary, semiconductors offer a variety of opportunities for phase
conjugation andjor DFWM. The systems described here are all far from any
practical device for any of the applications of phase conjugation (see, for ex-
ample, Yariv 1978, Yariv et al. 1979) in, for example, aberration correction
or dispersion correction. The observations of DFWM gain (ie. >1009%,
‘ reflectivity ') offer some promise for ‘ optical transistor = devices although
the detail of the processes which limit the reflectivity are in general not well
understood and ¢.w. DFWM * gain * has vet to be reported for semiconductor
syvstems.

6.5. Optical bistability and the optical transistor

Optical bistability (OB) is, as it name implies, the existence of two stable
states for one set of optical input conditions. The concept has been in existence
for some 12 years since the suggestion of Szoke et al. (1969) but was first
demonstrated by Cibbs et al. (1976) using Na vapour as the active medium
inside a Fabry-Perot cavity. The first type of OB to be proposed was the
so-called ‘ absorptive = OB in which a saturable absorber is placed inside a
Fabry-Perot cavity tuned on-resonance, the idea being that as the field inside
the cavity increased, the absorber would ‘ bleach °, thus further increasing the
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field inside the cavity by increasing the finesse (or ‘ Q-factor’). Ideally this
process would be self-sustaining leading to a ‘switched-on’ action at one
intensity with a °switching-off = only occurring at lower intensities, thus
creating a bistable region between the switch-on and switch-off intensities.
However, this turns out to be difficult to achieve because the requirement on
the degree of bleaching is rather severe (i.e. ratio of > 8 between low and high
intensity absorption limits (see, for example, Gibbs ef al. 1979 a)). In practice,
it is much easier to observe OB through intensity dependence of the refractive
index as was first observed by Gibbs et al. (1976), usually called ‘ dispersive ’
(or ‘refractive’) OB ; the most common method is to use the non-linear
medium inside a Fabry—Perot, this time tuned somewhat off-resonance. Then
as the incident intensity is increased the cavity is pulled towards resonance by
the intensity-dependent refractive index changing the optical length.
However, as the cavity is pulled towards resonance a larger fraction of the
incident light gets into the cavity, thus enhancing the change in optical length.
This process also can be self-sustaining, leading to a switching action with
" switch-on * and ‘ switch-off * intensities defining the boundaries of the bistable
region. A model, with a simple graphical interpretation of the bistable
region, was proposed by Felber and Marburger (1976) almost simultaneously
with the observation of dispersive OB by Gibbs et al. (1976) (who also presented
a simple model).

A large amount of theoretical activity was stimulated by the work of
Bonifacio and Lugiato (1976) who developed an analytical technique for
handling the coupled Maxwell-Bloch equations. This work is generally
concerned with the rather specific conditions obtainable with two-level atomic
systems and will not concern us further here. OB has been the subject of a
number of short reviews (Gibbs et al. 1979 b, Collins and Wasmundt 1980,
Farina et al. 1980, Gibbs ef al. 1980, Smith 1980). For collections of recent
papers on the subject see Bowden et al. (1981) and Smith (1981).

The subject of OB has grown very rapidly since 1976, stimulated both by its
fundamental theoretical aspects and the opportunity it offers for a new class
of all-optical devices of logical operations in a fashion loosely analogous to the
electronic transistor. Despite this interest, there have been comparitively
few observations of ‘intrinsic * OB, i.e. truly all-optical devices with no elec-
tronic components. Of those which have been demonstrated, those based on
near-band-gap non-linear refractive effects in semiconductors (Gibbs ef al.
1979 d, 1981, Miller, Smith and Johnston 1979, Miller, Smith and Seaton
1981 a, b), arguably currently offer the best prospects for practical devices
especially for low-power logic operations because they offer small size and
potentially fast operation at low switching energies combined with some pros-
pect that they might be usable in integrated optical circuits although presently
in both cases the materials have to be cooled to liquid cryogen temperatures.
Optical bistability has also been reported at room temperature in a system
using two tellurium crystals (Staupendahl and Schindler 1980) and Jain and
Steel (1980) mentioned the observation of some non-linear Fabry—Perot effects
in Hg, ,Cd.Te in their room temperature experiments on degenerate four-wave
mixing (see § 6.4).

Gibbs et al. (1979 d) prepared a GaAlAs-GaAs—GaAlAs ‘ sandwich ’ struc-
ture, of thicknesses 0-21-4:1-0-21 um, by molecular beam epitaxy on a GaAs
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substrate and etched away a 1--2 mm diameter hole leaving the thin GaAs
layer. This layer was coated for 909 reflectivity on each side, and the resulting
cavity could be tuned by moving the focused spot across the crystal which was
slightly non-parallel after the etching. The laser spot was ~ 10 um diameter
and OB was observed at intensities ~ 50-100 kW/cm? (i.e. ~100 mW laser
power) at 15-K (see fig. 6.5.1). The device could switeh in ~ 40 ns, corres-
ponding approximately to the excitonic lifetime but the turn-on time could be
greatly reduced by using a short pulse to switeh on. Working at a ‘ holding
intensity within the bistable region the device turned on in <1 ns using an
additional 200 ps 5900 A pulse with an effective absorbed switching energy of
~24 pd in the active region. Thev predicted a limiting switch-on time of
<1 ps, based on the measurements of Shank et al. (1979) (discussed in § 3),
and limiting switching energies of ~1fJ (10713 J) on the assumption that a
(0-2 um)?® device could be made to switch (i.e. one cubic wavelength inside the
material). The proposed mechanism for the non-linear refraction in this
dispersive bistability is associated with the saturation of excitonic absorption
(discussed in § 5). At the intensities used for bistability the excitonic reso-
nance is almost totally saturated. '

In confirmation of this interpretation, this relatively fast OB could be
observed only up to ~ 120 K (where k7T is approximately twice the exciton
binding energy). Thereafter a slower thermal effect took over as the samples
were not heat-sunk. The existence of bistability due to excitonic saturation-has
also been considered theoretically by Goll and Haken (1980).

Fig. 6.5.1
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Optical bistability in GaAs at 15 K at 819-9 nm laser wavelength (Gibbs ef al. 1979 d)
seen as a plot of transmitted intensity (/) against incident intensity (Z,).
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Simultaneousty with the GaAs work (the papers of Gibbs et al. (1979 d) and
Miller, Smith and Johnston (1979) were received by the same journal on the
same day!). Miller, Smith and Johnston (1979) demonstrated non-linear
Fabry—-Perot action in InSb at 5 K using a 500 um thick InSb sample, polished
plane-parallel and using only the natural reflectivity of the crystal faces
(36%) to form the cavity mirrors. With this simple system, they obtained five
successive non-linear orders of the Fabry-Perot cavity (i.e. 5 A/2 change in
effective optical length) with increasing intensity, with clear bistability in the
fifth non-linear order, using spot sizes ~ 200 um diameter and laser powers
up to 500 mW (fig. 6.5.2). Subsequently they were able to demonstrate

Fig. 6.5.2
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Powerin/ mwW

Optical bistability in InSb at 5 K at 5-277 um laser wavelength (Miller, Smith and
Johnston 1979) seen as a plot of output power against input power. TFive
non-linear ‘ orders * of Fabry—Perot action are seen with clear bistability in the
fifth order. Spot size is ~180 pm diameter.

bistability in two successive non-linear orders (third and fourth) in both trans-
mission and reflection at powers ~100-200 mW in similar samples (Miller,
Smith and Seaton 1981) and in a 130 um crystal at 77 K coated to 709, reflec-
tivity, bistability was seen in the first non-linear order at ~8 mW (~ 80 W/ecm?)
(fig. 6.5.3). The measured switching times were detector-system limited but
at <500 ns consistent with interband recombination as the longest time con-
stant in these devices. The proposed mechanism for the non-linear refraction
causing this dispersive OB is the band-gap resonant effect discussed in § 4.
Miller and Smith (1979) extended the observations of non-linear Fabry—Perot
action in InSb to demonstrate true two-beam °optical transistor ’ action.
They focused two beams, a main beam and a weak beam, at slightly different
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Fig. 6.5.3
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Transmitted power plotted against incident power for c.w. CO laser beam (wave-
number 1827 em™!, spot size ~150 um) passing through a polished polyerys-
talline InSb slice (5x5 mm x 130 pm thick) coated to ~70%, reflectivity
on both faces, held at ~77 K. Onset of bistability ix seen at ~8 mW (trace
(a)) with clear bistability at slightly higher power with different cavity
detuning (trace (b)). (After Miller, Smith and Seaton 1981 a.)

angles, coincidently on the sample.  They made small changes in the incident
weak beam power and observed the change in the transmitted main beam power.
ratioing the latter to the former to define a “ gain ".  The results of this experi-
ment taken under otherwise identical conditions to the results in fig. 6.5.2 are
shown in fig. 6.5.4. At the powers corresponding to the sharp rises in the results
in fig. 6.5.2. the gain reaches a peak. ultimately > 1. showing real optical
signal gain of up to 10. This measurement of two-beam gain is physically
different from the one-beam differential gain which would result from the
derivative of the results in fig. 6.5.2. as in the presence of two beams and a
cavity degenerate four-wave mixing is possible (see. for example, Miller, Smith
and Seaton 1981 b) and has indeed been observed in InSb at 5 K at similar
powers (Miller, Harrison et al. 1981). Because the device operates mainly
by * transfer of phase thickness ~ it was termed the * transphasor by analogy
with the transistor.

Gibbs ef al. (1979 d) and Miller, Smith and Seaton (1981 b) have considered
various ways in which device switching times and energies may be altered.
including alteration of switch-off times by doping or diffusion.  Miller (1981 a)
has analysed the design of non-linear Fabry -Perot cavities in the presence of
linear absorption (as is present in practice in the InSb devices) and deduced
the effective material figure of merit for minimum switching intensity is ny/Aa
where « is the linear absorption coefficient. The ratio of n,/x is due to the fact
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Fig. 6.5.4
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Differential amplification between two laser beams (Miller and Smith 1979) under
similar conditions to the bistability results in InSb at 5 K (Miller, Smith and
Johnston 1979). The peaks in gain correspond to the rising ‘ steps’ in the
non-linear Fabry—Perot action.

that for a more highly absorbing material, the cavity has to be made shorter
to preserve the finesse and consequently n, has to be larger. This parameter
nyfAa is physically identical (except for fundamental constants) with o, the
refractive index change for one excited system per unit volume (see, for example,
Miller, Smith and Seaton 1981 b). On the basis of this analysis these authors
deduced limiting switching energies also of ~10-1%J, with 1 pJ being more
readily feasible. It is important to emphasize that the switching energy is not
dependent (at least in these simple models) on the switch-on speed desired :
faster switch-on requires higher power, but this may be achieved by using a
shorter pulse of the same energy. The limits on switch-on time are liable to
depend on the speed of intraband processes.

Whether it is possible to scale these devices to faster switch-off and/or
higher temperature operation depends to some extent on the ‘ robustness * of
the non-linearity. Excitons favour pure, low-temperature materials, and it
may not be possible to dope heavily or increase the temperature. The non-
linearity in InSb has, however, survived to 77 K (already ~ 20 times the theo-
retical exciton binding energy) and on the model of Miller, Seaton et al. (1981)
should exist at room temperature, weakening only in proportion to temperature.
The observations of OB at 77 K by Miller, Smith and Seaton (1981 a, b) were
also made on relatively impure polycrystalline material. However, it seems
likely that the cavity field build-up times can be kept very short in semicon-
ductors with <1-2 ps calculated for GaAs and <20 ps for InSb in the devices
already demonstrated, so cavity times should not be a problem.
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Neither the GaAs nor InSb devices have been optimized and much work
remains to be done to develop a practical and useful bistable device. Never-
theless, the observations in these two materials offer considerable promise,
especially as they result from apparently different physical mechanisms thus
offering a variety of ways of achieving the necessary non-linearity and
suggesting the existence of related non-linearities in other materials. Miller,
Smith and Seaton (1981 a, b) have considered the scaling of the interband
saturation contribution to the non-linearity and conclude that on this contri-
bution alone similar effects should be observable for similar energies in other
materials, because although the interband saturation non-linearity decreases
as 1/E,? (K, is the band-gap energy) in going to wider gap materials, this is
exactly compensated by the possibility of tighter focusing (by a factor 1/A% in
intensity for a given power) due to weaker diffraction at shorter wavelengths
thus making the effective material figure of merit n,/ A%« or 6/A%2. The scaling of
other effects (e.g. excitonic and band-gap renormalization) is not yet clear,
although it is likely they will be of a different form and hence it is highly
unlikely that the various effects will always conspire to cancel one another.
Therefore despite the current limited understanding of the band-gap-resonant
non-linearities, the future is very promising for device applications. Recently,
the possibility of OB utilizing yet another non-linearity near the band-gap of
wider band direct-gap semiconductors, namely that due to the creation of
excitonic molecules in for example CdS or CuCl (Koch and Haug 1981), has also
been suggested.

Fig. 6.5.5
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Typical modulation in Te of self-controlled 10-6 pm optical-optical modulator with
external 5-3 um pump. (a¢) An example of well-defined pulse shaping (saw
tooth pulse). (b) A modulated pulse offering the behaviour of optical bistability
and limiter action. The bistable operating mode is illustrated by plotting
the transmitted intensity (I.) versus the incident intensityv (Iy) (¢). (After
Staupendah! and Schindler 1980.)



Dynamic non-linear optical processes in semiconductors 793

A different approach to optical bistability has been demonstrated using
the semiconductor tellurium by Staupendahl and Schindler (1980). They used
two crystals of tellurium, both pumped by the same §-switched CO, laser pulse ;
one crystal was arranged to generate second harmonic radiation through the
conventional passive X? of tellurium whereas the other crystal was used to
absorb by two-or three-photon absorption various combinations of 106 um
photons (directly from the CO, laser) and 5-3 pm photons (produced by the
second harmonic generation in the first crystal). The band-gap of tellurium
(~0-35eV) is such that three 10-6 um photons or one 5-3 um+one 10:6 um
photon or two 5:3 um photons can bridge the gap. The second crystal was
arranged as a Fabry—Perot cavity, by polishing the crystal plane-parallel and
utilizing the natural reflectivity of the crystal faces. The creation of free
carriers in this erystal by multiphoton absorption was presumed to alter
the refractive index through the usual Drude-model free carrier refraction
and hence tune the cavity. With both the 5-3 um and 10-6 um beams coinci-
dent on the crystal they were able to demonstrate a variety of modulation
effects (fig. 6.5.5 (a), (b)) at intensities ~ 1--10 MW/em? and also showed clear
hysteresis in the output which they ascribed to optical bistability (fig. 6.5.5 (c)).
Although this system is a compound one it still represents an all-optical
method of optical modulation, utilizing at least three different non-linear
optical processes simultaneously in one material.

§ 7. CONCLUSIONS

The series of non-linear optical effects presented in this review covers a
wide range of magnitudes both in timescales and size of non-linearity. At
one extreme we have experiments which are giving new information on the
energy loss mechanisms of excited carriers in semiconductors on timescales
of picoseconds or less, and at the other we have continuous wave effects which
can be excited with milliwatt powers. The latter effects in which a refractive
index change of the order of unity can be readily achieved heralds the beginning
of ¢ milliwatt power non-linear optics . From a device point of view switching,
amplifying and logic elements are emerging with a similar range of operating
parameters. If it proves possible to combine milliwatt power levels with
near-picosecond operating time constants the possibilities for all-optical
electronics will be considerable.

ACKNOWLEDGMENTS

This article originated with an invitation to one of us (8.D.S.) during a
period as Visiting Professor at the Optical Sciences Centre, University of
Arizona. The assistance of the United States Air Force and the provision
of a Senior Fellowship under the NATO Senior Scientists Programme, and the
hospitality extended by Dr. Peter Franken and his colleagues is acknowledged.
Likewise, Alan Miller benefitted greatly from many stimulating discussions
with colleagues during his period as Visiting Assistant Professor at North Texas
State University and acknowledges the support of the Office of Naval Research.
We also acknowledge numerous conversations with workers in the field, in
particular those who attended the Conference on Excited States and Multi-
resonant Non-linear Optical Processes in Solids, arranged by the European
Physical Society Quantum Electronies Division, at Aussois in March 1981.



794 A. Miller et al.

REFERENCES
AGOSTINELLI, J., MoUroU, G., and GABEL, C. W, 1979, Appl. Phys. Lett., 35, 731.
ALcocK, A. J., and WALKER, A. C., 1974, Appl. Phys. Lett., 25, 299.
Arcock, A. J.. CorkuM, P. B., and James, D. J.. 1975, Appl. Phys. Lett.. 21,

680.

ANTONETTI, A., MALLEY, M. M., MoUurovu, G., and Orszag, A.. 1977, Optics Commun.,
23, 435.

ANTONETTI, A., Micus, A., MaLLEY, M. M., and Mourou. G., 1977, Optics Commun..
21, 211.

AsHKIN, A., TeLL, B., and Dziepzic, J. M., 1967, 1.E.E.E. Jl quant Electron., 3, 400.

Avuston, D. H., 1975, Appl. Phys. Lett., 26, 101 ; 1976, High Speed Optical Techniques,
SPIE, Vol. 94 ; 1979, Inst. Phys. Conf. Ser.. Vol. 43, Physics of semiconductors.
1978, edited by B. L. H. Wilson (Bristol : Institute of Physics), p. 73.

Avusron, D. H., Jounson, A. M., LEFur, P., Suank, C. V., IrpeN, E. P., and TESCHKE.
0.,1976, Proc. IXth Int. Conf. Quant. Electron., Amsterdam, in Optics Commun..
18, 84.

Avston, D. H., Jounson, A. M., and SmrtH, P. R., 1980, Picosecond phenomena 11,
Springer Series in Chemical Physics, Vol. 14, edited by R. Hockstrasser.
W. Kaiser and C, V. Shank (New York : Springer-Verlag), p. 71.

AvustoN, D. H., LavarLarp, P., Sor, N., and Karrax, D., 1980, Appl. Phys. Lett.,
36, 66.

Avusrton, D. H., McArEE, S., Suaxk, C. V.. IrpeN, E. P., and TEescekE, O., 1978,
Solid-St. Electron., 21, 147.

Avusrton, D. H., and Suank, C. V., 1974, Phys. Rev. Lett., 32, 1120.

Avusrtoxn, D. H., Suank, C. V., and LeFur, P., 1975, Phys. Rev. Leit., 35, 1022.

BaLTrRAMEYUNAS, R., Jarastunas, K., Varrkus, J.. and VELEckas, D., 1976,
Optics Commun., 18, 47.

BavLtraMEYUNAS, R., Varrkus, Yu., and Yarasuvuwas. K., 1976. Soviet Phys.
Semicond., 10, 572.

Bassani, F., and Parravicing, G. P., 1975, Electronic States and Optical Transitions
wn Solids (Oxford : Pergamon Press).

BauEr, G., 1974, Springer Tracts in Modern Physics. Vol. 74 (Berlin : Springer-

Verlag).

Beremaxw, E. E., Bia1o, 1. J.. FELpMaN, B. J., and FisHER. R. A., 1978, Optics Leil.,
3, 82.

BEessey, J. 8., BosaccHi, B., Vax Drier, H. M., and SmirL, A. L., 1978, Phys. Rev.
B, 17, 2782.

BirnBaUM, M., 1965, J. appl. Phys., 36, 657.

BirxBavM, M., and Stocker, T. L., 1966. Br. J. appl. Phys., 17, 461 ; 1968.
J. appl. Phys., 39, 6032.

Bisnop, P. J., Gison, A. F., and Kmmmirt, M. F., 1976, J. Phys. D, 9, L101.

BLAKEMORE, J., 1962, Semiconductor Statistics (Oxford : Pergamon Press).

BriNov, L. M., Vavirov, V. S., and GaLkin, G. N., 1967 a. Soviet Phys. solid St.
9, 666 ; 1967 b, Soviet Phys. Semicond., 1, 1124.

BLOEMBERGEN, N., 1965, Non-Linear Optics (New York : W. A. Benjamin Inc.).

BoncH-BruevicH, A. M., Kovarev, V. P., Romanxov, G. S., Imas, Ya. A.. and
LisensoxN, M. N., 1968, Soviet Phys. tech. Phys., 13, 507.

Boxrtracio, R., and LuciaTo, L. A., 1976, Optics Commum.. 19, 172.

BorsHcH, A. A., Bropin, M. S., OvcHAR, V. V.. Opurov. S. G., and Sosgin, M. S.,
1973, Soviet Phys. JETP Lett., 18, 397.

BorsHucH, A. A, Bropin, M., VoLkov, V., and KikHTAREV, N.. 1980, Optics Commun.,
35, 297.

Bosaccnr, B., Leuweg, C. Y., and Scurry, M. O., 1978 a, Optics Commun., 27, 475 ;
1978 b, Picosecond phenomena, Springer Series in Chemical Physics, Vol. 4.
edited by C. V. Shank, E. P. Ippen and S. L. Shapiro (Berlin: Springer-
Verlag), p. 244.

Bowpexn, C. M., Cirran, M., and RosL. H. R. (editors). 1981. Optical Bistability
(New York : Plenum Press).



Dynamic non-linear optical processes in semiconductors 795

Bringmax, W. F., and Rice, T. M., 1973, Phys. Rev. B, 7, 1508.

BRUCKNER, V., DNEPrOVSKIL, V. 8., Fokin, V. S., Kosucuue, D. G., KRAEVSKIIL.
M. V., 0ak, S. M., SiLina, E. K., and Zuukov. E. A., 1976, Physics of semi-
conductors, Proc. 13th Int. Conf., Rome, p. 845.

CarmicHAEL, C. H., and Sivmpsoxn, G. N., 1964, Naiure, Lond., 202, 787.

CastaeNE, R., Lavay, S., and Lavac, R., 1976, Electronics Lett., 12, 438.

CasTAGNE, R., Lavar, R., LavaL, 8., and MERRIAUX, A., 1978, Picosecond phenomena.
Springer Series tn Chemical Physics, Vol. 4, edited by C. V. Shank. E. P. Ippen
and S. L. Shapiro (Berlin : Springer-Verlag). p. 182,

Cuaxa, T. Y., 1981, Opt. Engng, 20, 2, 220.

CHEMLA, D. S., 1980, Rep. Prog. Phys., 43, no. 10, 1191.

Corrins, S. A., and Wasmunpr, K. C., 1980, Opt. Engng, 19, 478.

CoxweLL, E. M., 1967, Solid State Physics, Suppl. 9, edited by F. Seitz, D. Turnbull
and H. Ehrenreich (New York : Academic Press).

CorkuvMm, P. B., and ALcock, A. J., 1978, Picosecond phenomena, Springer Series
tn Chemical Physics, Vol. 4, edited by C. V. Shank, E. P. Ippen and S. L.
Shapiro (Berlin : Springer-Verlag), p. 308.

CorkuM, P. B., ArLcock, A. J., RoLuin, D. F., and Morrisoxn, H. D., 1978, Appl.
Phys. Lett., 32, 27.

Dapkus, P. D., Horonvaxk, N., Buryuam, R. D., and Keu~g, D. L.. 1970 a, 4ppl.
Phys. Leit., 16, 93 ; 1970 b, J. appl. Phys., 41, 4194.

DeFoxzo, A. P., 1978, NRL, Washington, Report No. 8239.

DeFoxzo, A. P., LEg, C. H., and Max, P. S., 1979, Appl. Phys. Lett., 35, 575.

Dennis, R. B., Higeins, N. A., MacKexzie, H. A., SmrtH, S. D., Waxng, W. L.
VoGE, D., and WHERRETT. B. S., 1981, SPIE, 236, 428.

Dexnnis, R. B., MacKex~zigE, H. A.. Smita, S. D.. WHERRETT. B. S.. and VocEe. D..
1980, J. phys. Soc. Japan, Suppl. A, 49, 605.

DeraTiE, D., and HAvErseN, D., 1980, Optics Lett.. 5, 252.

Dimmock, J. O., 1967, Semiconductors and Semimetals, Vol. 3. edited by R. K.
Willardson and A. C. Beer (New York : Academic Press), p. 259.

Kicarer, H. J., 1977, Optica Acta, 24, 631 ; 1978, Festkorperprobleme, 18, 241.

Eicurer, H. J., HarTiG, CH., and K~oPpF, J., 1978, Phys. Stat. Sol. (a). 45, 433.

Erc1, A., ScuLLy, M. O., SMirL, A. L., and MarTER, J. C., 1977, Phys. Rev. B. 18,
191.

Erct, A., SmirL, A. L., Leung, C. Y., and ScurLLy, M. O., 1978, Solid-St. Electron.. 21,
151.

Fax. H. Y., 1956, Rep. Prog. Phys.. 19, 107 ; 1967, Semiconductors and Semimetals.
Vol. 3, edited by R. K. Willardson and A. C. Beer (New York : Academic
Press), p. 406.

Farina, J. D., Narpucer, L. M.. Yuan, J. M., and LuciaTo, L. A., 1980. Opt. Engng.
19, 469.

FrLBER, F. S., and MARBURGER, J. H., 1976, Appl. Phys. Lett., 28, 731.

FeLpMAN, B. J.. and FicuEIRra, J. F., 1974, Appl. Phys. Lett., 25, 301.

Frouema, J. F., CanTrRELL. C. D., Forman. P. R.. and Riak. J. P.. 1976, Appl. Phys.
Lett., 28, 398.

Fryrzaxis, C., 1975, Theory of nonlinear optical susceptibilities, Quantum Electronics.
Vol. 14, edited by H. Rabin and C. L. Tang (New York : Academic), p. 9.

Fork, R. L., Suaxk, C. V., GREeNE, B. I., REiNgART, F. K., and Locax, R. A., 1980.
Picosecond phenomena 11, Springer Series in Chemical Physics, Vol. 14
edited by R. Hochstrasser, W. Kaiser and C. V. Shank (Berlin : Springer-
Verlag), p. 280.

Fossum, H. J.. CHEN, W. S., and ANckERr-JoHNsoN, B.., 1973, Phys. Rev. B. 8,
2857.

Gavrkin, G. N., Buvov, L. M., Vavicov, V. S.. and GoLovasHKIN, A. G., 1968,
Soviet Phys. JETP Lett., T, 69.

Giees, H. M., McCawL, S. L., and VeExgaTESAN, T. N. C., 1976, Phys. Rev. Leit.. 36,
1135; 1979 b, Optics News, 5, 6 ; 1980, Opt. Engng, 19, 463 ; 1981. Optical
Bistability, edited by C. M. Bowden, M. Ciftan and H. R. Robl (New York :
Plenum Press), p. 109.



796 A. Miller et al.

Giees. H. M., Gossarp, A. C., McCaLL, S. L., Passner, A., WigeMaN~N, W., and
VENKATESAN, T.N.C., 1979 a, Solid St. Commun., 30, 271.

Gisss, H. M., VENkATESAN, T. N. C,, McCarL, S. L., PassxEir, A., and WIEGMANNK,
W., 1979 ¢, Appl. Phys. Lett., 34, 511.

Giees, H. M., McCarL, S. L., VENRATESAN, T. N. C., Gossarp, A. C., PASSNER, A..
and WieemanN, W., 1979 d, Appl. Phys. Lett., 35, 451.

Giesox, A. F., Kmmumrrr, M. F., and Norrrs, B., 1974, Appl. Phys. Lett., 24, 306.

Giesox, A. F., Rostro. C. A., Rarro, C. A., Kimmrtr, M. F., 1972, Appl. Phys. Lett..
21, 356.

GoLL, J., and HakeN, H., 1980, Phys. Stat. Sol. (b), 101, 489.

Goto, T., and LaxcEr, D. W., 1971, Phys. Rev. Leii., 27, 1004.

GrEENAWAY, D. L., and HARBEKE, G., 1968, Optical Properties and Band Structure of
Semiconductors (Oxford : Pergamon Press).

Hawgs, L. K., and SEILER, D. G., 1980, Optics Commun., 34, 89.

Heprv, L., and Luxpqvist, S., 1969, Solid State Physics, Vol. 23, edited by F. Seitz,
D. Turnbull and H. Ehrenreich (New York : Academic Press), p. 1.

HEensgr, J. C., PaiLuies, T. G., and THoMmas, G. A, 1977, Solid State Physics, Vol. 32,
edited by H. Ehrenreich, F. Seitz and D. Turnbull (New York : Academic
Press), p. 87.

HiLpesranD, O., GOoEBEL, E. O., RomaneEk, K. M., WEBER, H.. and MAHLER. G.,
1978, Phys. Rev. B, 17, 4775.

Horrman, C. H., Jarastunas, K.. Gerritsen, H. J., and Nurmikko. A. V., 1978,
Appl. Phys. Lett., 33, 536.

HoraH, G. D., DEmPSEY, J., MiLLER, D. A. B., WHERRETT, B. S., and MILLER, A.,
1979, Inst. Phys. Conf. Ser., Vol. 43, Physics of semiconductors, 1978, edited by
B. L. H. Wilson (Bristol : Institute of Physies), p. 505.

Horr, F. A.. Tomrra, A.. and Ligpmanx, T., 1981, Optics Commun., 37, 72.

IprEx. E. P.. and Suank, C. V., 1977, Topics in Applied Physics, Vol. 18, edited by
S. L. Shapiro (Berlin: Springer-Veriag), p. 83; 1978, Picosecond phe-
nomena, Springer Series in Chemical Physics, Vol. 4, edited by C. V. Shank.
E. P. Ippen and S. L. Shapiro (New York : Springer-Verlag), p. 103.

Jain, R. K., and KrrIN, M. B., 1979, Appl. Phys. Lett., 35, 454.

Jain, R. K., Krein, M. B., and Linp. R. C., 1979, Optics Lett., 4, 328.

Jain, R. K.. and SteeL. D. G.. 1980, Appl. Phys. Lett., 37, 1.

James, R. B., and Smrts, D. L., 1979, Phys. Rev. Lett., 42, 1495.

JaMmEes, R. B., and SmrrH. D. L.. 1980 a, Phys. Rev. B. 21, 3502 ; 1980 b, J. appl.
Phys., 51, 2836.

Jamrson, 8. A., and NurmMIkko, A. V., 1978 a, Appl. Phys. Leit.. 33, 182 ; 1978 b,
Ibid.. 33, 598 ; 1979, Phys. Rev. B, 19, 5185.

Jamison, 8. A., Nurmikko. A. V.. and GeErrITsEN. H. J.. 1976, Appl. Phys. Lett.,
29, 640.

JARASTUNAS, K., and GERRITSEN, H. J.. 1978. Appl. Phys. Lett.. 33, 190.

Jarastunas. K., Horrman, C., GeErriTseN., H., and Nurmikko. A. V.. 1978. Pico-
second phenomena, Springer Series in Chemical Physics. Vol. 4, edited by
C. V. Shank. E. P. Ippen and S. L. Shapiro (Berlin : Springer-Verlag). p. 327.

Jarasionas, K., and Varrkus, J., 1974, Phys. Stat. Sol. (a), 23, K19 ; 1977, 1bid..
44, 793

Javan, A and KeLry, P. L., 1966, I.E.E.E. JI quant. Electron., 2, 470.

JoHnsoN, A. M., and Avuston, D. H., 1975, [.E.E.E. Jl quant. Electron.. 11, 283.

Jounson, A. M., Austox, D. H., SmitH, P. R.. Bean. J. C.. HarBiNsox, J. B.. and
Karrax, D., 1980, Picosecond phenomena II. Springer Series tn Chemical
Physics, Vol. 14, edited by R. Hochstrasser. W. Kaiser and C. V. Shank
(Berlin : Springer-Verlag), p. 285.

Jounnston, A. M.. PipgroxN, C. R., and DeEmrsEy, J., 1980, Phys. Rev. B, 22, 825.

Kaiser, W., and LAUBEREAU, A., 1977, Nonlinear Optics, edited by P. G. Harper
and B. S. Wherrett (London : Academic Press), p. 257.

Kaxg, E. 0.. 1957, J. Phys. Chem. Solids, 1, 249 ; 1967, Phys. Rev., 159, 624.

Kemman, F., 1976. I.E . E.E. Jl. quant. Electron.. 12, 592 ; 1977. Appl. Phys.. 14,
29.



Dynamic non-linear optical processes in semiconductors 797

Kemmax, F., and Kvny, J., 1978, I.E.E.E. Jl quant. Electron., 14, 203.

Kewvepy, C. J., MarTER, J. C., SMIRL, A. L., WerchHe, H., Horr, F. A., Parpu,
S. V. and ScuLLy, M. O., 1974, Phys. Rev. Leit., 32, 419.

Kuan, M. A., Krusg, P. W, and Reapy, J. F., 1980, Opiics Lett., 5, 261.

Kx~ox, R. S., 1963, Theory of Excitons, Solid State Physics, Suppl. 5, edited by F. Seitz
and D. Turnbull (New York : Academic Press).

Kocu, 8. W., and Have, H., 1981, Phys. Rev. Lett., 46, 450.

Kocu, 8. W., Scamrrr-Ring, S., and Have, H., 1981 a, Phys. Stat. Sol. (b), 108, 135 ;
1981 b, Solid St. Commun. (to be published).

Kowmorov, V. L., Yarosurrskir, I. D., and YassievicH, 1. N., 1977, Soviet Phys.
Semicond., 11, 48.

KrementTskn, V., Opvrov, S., and SoskiN, M., 1979, Phys. Stat. Sol. (a), 51, K69.

LANDSBERG, P. T., and BeaTTIE, A. R., 1960, Proc. R. Soc., 258, 486.

Latuam, W. P., Smirr, A. L., Ercy, A., and Bessey, J. S, 1978, Solid-St. Electron.,

21, 159.
LAVALLAI’cD, P., Bronagrp, R., and BENOIT A LA GuiLLAUME, C., 1977, Phys. Rev.
B, 16, 2804.

Lawron, R. A., 1976, I.E.E.E. Trans. Instrum. Meas., 25, 56.

Lawron, R. A., and Scavanngc, A., 1975, Electronics Lett., 11, 74.

Leg, C. C., and Fa~, H. Y., 1974, Phys. Rev. B, 9, 3502.

Lex, C. H., 1977, Appl. Phys. Lett., 30, 84.

Leg, C. H., ANToxETTI, A., and Mourou, G., 1977, Optics Commun., 21, 158.

Leg, C. H., Max, P. S., DEFoxzo, A. P., 1980, Picosecond phenomena 11, Springer
Series tn Chemical Physics, Vol. 14, edited by R. Hochstrasser, W. Kaiser and
C. V. Shank (Berlin : Springer-Verlag), p. 88.

Le Fur, P., and Ausroxn, D. H., 1976, Appl. Phys. Lett., 28, 21.

Leneny, R. F., and Suan, J., 1978, Solid-St. Electron., 21, 167.

Leneny, R. F,, Suan, J., Forg, R. L., Suank, C. V., and Micus, A., 1979, Solid
St. Commun., 31, 809.

LEONBERGER, F. J., and Mourrox, P. F., 1979, Appl. Phys. Lett., 35, 712.

Livowre, J. R., Moss, 8. C., and SmirL, A. L., 1979, Phys. Rev. B, 20, 2401.

LiovviLLe, J., 1838, J. Math., 3, 349.

MacKenzie, H. A., Dennis, R. B., Smrth, S. D, Vocer, D., and Wang, WEer-Li1.,
1981, Proc. Int. Conf. Excited States and Multiresonant Non-linear Optical
Processes in Solids, CNRS, Aussois, p. 42.

MacKenzig, H. A, Denwnis, R. B, Voge. D., and Smrth, S. D., 1980, Optics Commun.,
34, 205.

Mak, P. 8., Matnur, V. K., and Les, C. H., 1980, Optics Commun., 32, 485.

MATTER, J. C., SMIrI, A. L., and ScuLLy, M. O, 1976, Appl. Phys. Leit., 28, 507.

MEer1av, A., CaSTAGNE, R., Lavar, R, and Lavar, S., 1977 , Electronics Lett., 13, 245.

MicnEL, A. E., and Narnan, M. 1., 1965, Appl. Phys. Lett., 6, 101.

MiLLer, A., 1979, Inst. Phys. Conf. Ser., Vol. 43, Physics of semiconductors, 1978,
edited by B. L. H. Wilson (Bristol : Institute of Physics), p. 63.

MivLer, A., JouNsTtoN, A. M., DEMPSEY, J., SmrTH, J ., Pipceox, C. R., and HovLan,
G. D., 1979, J. Phys. C, 12, 4839.

MiLrLer, A., PERRYMAN, G. P., and SmirL, A. L., 1981 a, Proc. Int. Conf. Excited
States and Multiresonant Non-linear Optical Processes in Solids, CNRS, Aussois,
p- 2; 1981 b, Optics Commun., 88, 289.

MitLer, D. A. B., 1981 a, I.E.E . E. JI quant. Electron., 17,306 ; 1981 b, Proc. R. Soc.
(to be published).

MiLLer, D. A. B., Harrisoxn, R. G., JoHNSTON, A, M., Searon, C. T., and SMITH,
S. D., 1980, Optics Commun., 32, 478.

MiLLer, D. A. B., Mozorowskr, M. H., MiLLER, A., and SmrtH, S. D., 1978, Optics
Commun., 27, 133.

MiLLer, D. A. B, Searox, C. T., Prise, M. E., and SmrTH. S. D., 1981, Phys. Rev.
Lett., 47, 197.

MiLLer, D. A. B., and Smith, S. D., 1978, Appl. Optics. 17, 3804 ; 1979, Optics
Commun., 31, 101.

MiLrer, D. A. B., SmrrH, S. D.. and Jounsox, A., 1979, Appl. Phys. Leit., 35, 658.



798 A. Miller et al.

MiLLer, D. A, B,, SmrtH, S. D., and Sraton, C. T., 1981 a, Optical Bistability, edited
by C. M. Bowden, M. Ciftan and H. R. Robb (New York : Plenum Press),
p- 1156 1981 b, I.E.E.E. Jl quant. Electron., 17, 312.

Miirer, D. A. B, Sumrrs, S. D., and WaERRETT, B. S., 1980 Optics Commun, 35,
221.

Moss, S. C., LINDLE, J. R., MackEy, H. J., and SmirL, A. L., 1981, Appl. Phys. Lett.
(in the press).

Moss, T. S., 1980, Phys. Stat. Sol. (b), 101, 555.

Moss, T. 8., BurreLn, G. J., and Eriis, B., 1973, Semiconductor Opto- Electronics
(London : Butterworths).

Mourov, G., and Kxox, W., 1979, Appl. Phys. Lett., 35, 492 ; 1980, Ibid., 36, 623.

Movurou, G., Kxox, W., and Stavora, M., 1980, Picosecond phenomena 1T, Springer
Series in Chemical Physics, Vol. 14, edited by R. Hochstrasser, W. Kaiser and
C. V. Shank (Berlin : Springer-Verlag), p. 75.

Mover, R., Aemox, P., Koch, T., and Yar1v, A., 1980, Picosecond phenomena 1T,
Springer Series in Chemical Physics, Vol. 14, edited by R. Hochstrasser, W.
Kaiser and C. V. Shank (Berlin : Springer-Verlag), p. 84.

MvLLer, G. O., and ZiMmmerman~, R., 1979, Inst. Phys. Conf. Ser., Vol. 43,
Physics of semiconductors, 1978, edited by B. L. H. Wilson (Bristol : Institute
of Physics), p. 165.

NeEg, T. W., CanTrELL, C. D., Scorr, J. F., and ScuLry, M. O., 1978, Phys. Rev. B,
17, 3926.

NurMmikko, A. V., 1976 a, Optics Commun., 16, 365 ; 1976 b, Ibid., 18, 522.

NurMIKKO, A. V., and Jamisox, S. A., 1979, Inst. Phys. Conf. Ser., Vol. 43, Physics of
semiconductors, 1978, edited by B. L. H. Wilson (Bristol : Institute of Physics),
p- 315.

Nurmikko, N. V., and Prarr, G. W., 1975, Appl. Phys. Lett., 27, 83.

Pavkove, J. 1., 1975, Optical Processes in Semiconductors (New York : Dover).

Purreps, C. R., and TroMas, S. J., 1977, Optics Lett., 1, 93.

Piperon, C. R., WHERRETT, B. S., JoHNSTON, A. M., DEMPSEY, J., and MILLER, A.,
1979, Phys. Rev. Lett., 42, 1785.

PraTre, W., 1976, Electronics Lett., 12, 437.

Prart, W., and ArpELHAUS, G., 1976, Electronics Lett., 12, 271,

Ragg, I. I, 1937, Phys. Rev., 51, 652.

Reintses, J. F., McGropDY, J. C., and BLAKESLEE, A. E., 1975, J. appl. Phys., 48,
879.

Rey~voLps, D. C., and Corrins, T. C., 1981, Excitons, Their Properties and Uses
(New York : Academic Press).

Ricg, T. M., 1977, Solid State Physics, Vol. 32, edited by H. Ehrenreich, F. Seitz and
D. Turnbull (New York : Academic Press), p. 1.

RocacuEV, A. A, 1980, Prog. quant. Electron., 6, 141.

SARGENT, M., I11, 1977, Optics Commun., 20, 298.

SAreENT, M., Scurry, M. O., and Lame, W. E., 1974, Laser Physics (Reading, Mass. :
Addison-Wesley).

SenmITT-RINK, 8., TRAN THOAL D. B., and Have, H., 1980, Z. Phys. B, 39, 25.

ScuwarTz, B. D., FavcHEeT, P. M., and NUurRMIKKO, A. V., 1980, Optics Lett., 5, 371.

ScuwarTz, B. D., and NurMIKKO, A. V., 1980, Picosecond phenomena II, Springer
Series tn Chemical Physics, Vol. 14, edited by R. Hochstrasser, W. Kaiser and
C. V. Shank (Berlin : Springer-Verlag), p. 303.

SEILER, D. G., and Hangs, L. K., 1979, Optics Commun., 28, 326.

SHamn, J., 1978, Solid St. Electron., 21, 43.

SuaH, J., LErexy, R. F., and Lix, C., 1976, Solid St. Commun., 18, 1035.

Suam, J., Lenexy, R. F., and Wireman~, W., 1977, Phys. Rev. B, 18, 1577.

Suaxk, C. V., and Auston, D. H., 1975, Phys. Rev. Lett., 34, 479.

Suank, C. V., Ausron, D. H., IrpEN, E. P.. and TESCHKE. 0., 1978, Solid St.
Commun., 26, 567.

SHANK, C. V., Fork, R. L., GREENE, B. I., REINHART, F. K., and Locawn, R. A., 1981,
Appl. Phys. Lett., 38, 104.

—



Dynamic non-linear optical processes in semiconductors 799

Suaxxk, C. V., Fork, R. L., LEaexy, R. F., and Suan, J., 1979 a, Phys. Rev. Lett.,
42, 112.

Suavk, C. V., Fork, R. L., LEnexy, R. F., and Suamn, J., 1979 b, Inst. Phys. Conf.
Ser., Vol. 43, Physics of semiconductors, 1978, edited by B. L. H. Wilson
(Bristol : Institute of Physics), p. 493.

SMIrL, A. L., 1980, Physics of Non-linear Transport in Semiconductors, edited by
D. Ferry, J. R. Barker and C. Jacobini (New York : Plenum Press), pp. 367
and 517.

SmirL, A. L., BogaEss, T. F., and Hopr, F. A., 1980, Optics Commun., 34, 463.

SmrrL, A. L., LixpLE, J. R., and Moss, S. C., 1978 a, Phys. Rev. B, 18, 5489 ; 1978 b,
Picosecond phenomena, Springer Series in Chemical Physics, Vol. 4, edited by
C. V. Shank, E. P. Ippen and S. L. Shapiro (Berlin : Springer-Verlag), p. 174.

Smirr, A. L., MATTER, J. C., ELcr, A, and Scurry, M. O, 1976, Optics Commun., 18,
118.

SMIrL, A. L., MILLER, A., PERRYMAN, G. P., and Bogeczss, T. F., 1981, Proc. 3rd Int.
Conf. Hot Carriers in Semiconductors (in the press).

SmirL, A. L., Moss, S. C., and LinpLE, J. R., 1981 a, Proc. Int. Conf. Excited States
and Multiresonant Non-linear Optical Processes in Solids, CNRS, Aussois,
p. 73; 1981 b, J. appl. Phys. (to be published).

SmrtH, P. W., 1980, Opt. Engng, 19, 456 ; 1981, Special issue on optical bistability,
1.E.E.E. Jl quant. Electron., 17, 300.

SmrrH, R. A., 1978, Semiconductors, 2nd ed. (Cambridge : Cambridge University
Press).

Smrri, S. D., Dennis, R. B, and Hagrrisox, R. G., 1977, Prog. quant. Electron., 5,
205.

Smrth, S. D., and MILLER, D. A. B., 1979, Laser advances and applications, Proc.
4th Nat. Quant. Electron. Conf., edited by B. S. Wherrett, (Chichester :
Wiley), p. 231 ; 1980, J. phys. Soc. Japan, 49, Suppl. A, 597.

Soov, W. R., GELLER, M., and BorTrELD, D. P., 1964, Appl. Phys. Lett., 5, 54.

STAUPENDAHL, G., and ScHINDLER, K., 1980, Proc. 2nd Int. Symp. Ultrafast Pheno-
mena in Spectroscopy, Jena, p. 437.

Stavora, M., AcosTINELLI, J. A., and SceaTs, M. G., 1979, Appl. Optics, 18, 4101.

SteeL, D. G., Linp, R. C,, Lam, J. F., and GiuLiavo, C. R., 1979, Appl. Phys. Leit.,
35, 376.

SterN, F., 1963, Solid State Physics, Vol. 15, edited by F. Seitz and D. Turnbull
(New York : Academic Press), p. 300.

SzokE, A., Danevu, V., GoLDHAR, J., and Kumrr, N. A, 1969, Appl. Phys. Leit.,
15, 376.

UisricH, R. G., 1978, Solid St. Electron., 21, 51 ; 1979, Inst. Phys. Conf. Ser., Vol.
43, Physics of semiconductors, 1978, edited by B. L. H. Wilson (Bristol :
Institute of Physics), p. 11; 1980, Physics of Non-linear Transport in Semi-
conductors, edited by D. Ferry, J. R. Barker and C. Jacobini (New York :
Plenum), p. 327.

Varrkus, YU, Gausas, E., and Yarasavunas, K., 1978, Soviet Phys. Solid St., 20,
1824,

Varrkus, Yvu., Jarasavmas, K., and Barrrameyuxnas, R., 1980, I.E.E.E. Ji
quant. Electron., 16, 616.

Van Drier, H. M., 1979, Phys. Rev. B, 19, 5928.

Vax Drier, H. M., Erct, A., BessEy, J. 8., and Scuriy, M. O., 1976, Solid St. Electron.,
20, 837.

Vinerskir, V. L., KuraTarev, N. V., Opurov, S. G., and Soskix, M. 8., 1979, Soviet
Phys. Usp., 22, 742.

Vinerski, V. L., Zarorozuers, T. E., Kuknararev, N. V., MATvILCHUK, A. S,
Soskin, M. S., and KHOLEDAR, G. A., 1977, Ukr. fiz. Zh., 22, 1141.

Vo~ pER Lixpe, D., and Lamsrich, R., 1978, Picosecond phenomena, Springer
Series in Chemical Physics, Vol. 4, edited by C. V. Shank, E. P. Ippen and
S. L. Shapiro (Berlin: Springer-Verlag), p. 232; 1979 a, Phys. Rev. Leit.,
42, 1090 ; Inst. Phys. Conf. Ser., Vol. 43, Physics of semiconductors, 1978,
edited by B. L. H. Wilson (Bristol : Institute of Physics), p. 517.



800 Dynamic non-linear optical processes in semiconductors

WAaLKER, A. C., and ALcock, A. J., 1974, Optics Commun., 12, 430.

Warkixs, D. E., Pareps, C. R., and TroMmas, S. J., 1981, Optics Lett., 6, 76.

WEAIRE, D., WHERRETT, B. 8., MiLLER, D. A. B., and Smrry, S. D., 1979, Optics Lett.,
4, 331.

WHERRETT, B. 8., 1977, Nonlinear Optics, edited by P. G. Harper and B. S. Wherrett
(London : Academic Press).

WuERreTT, B. 8., and Higeixs, N. A., 1981, Proc. R. Soc. (to be published).

Wicerns, T. A., Beuray, J. A, and Carrieri, A. H., 1978, Appl. Optics., 17, 526.

Wiceins, T. A, and CarRrIERL, A. H., 1979, Appl Optics., 18, 1921.

Wicerns, T. A, and QuaLEy, J. R., 1979, Appl. Optics., 18, 960.

Wieeins, T. A, and Sauik, A., 1974, Appl. Phys. Lett., 25, 438.

WoErrpMAN, J. P, 1970 a, Phys. Lett. A, 32, 305 ; 1970 b, Optics Commun., 2, 212 ;
1971, Philips Res. Rep., Suppl. 7.

WoEerDMAN, J. P., and BoLcEr, B., 1969, Phys. Lett. A, 30, 164.

Yarrv, A, 1975, Quantum Electronics, 2nd ed. (New York : Wiley); 1978, I.E.E.E.
Jl quant. Electron., 14, 650 ; 1979, Ibid., 15, 524.

Yartv, A, FEkeTr, D., and Perper, D. M., 1979, Optics Lett., 4, 52.

Yorra, E. J., 1980, Phys. Rev. B, 21, 2415 ; 1981, Ibid., 28, 1909.

Yuew, 8. Y., Agearwar, R. L., and Lax, B., 1980, J. appl. Phys., 51, 1146.

YUuEN, S. Y., AcearwarL. R. L.. Lee, N, and Lax, B., 1979, Optics Commun., 28, 237.

——

—



