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Abstract—We propose a rate-adaptive optical transmission
scheme using variable-rate forward error correction (FEC)
codes and variable-size constellations at a fixed symbol rate,
quantifying how achievable bit rates vary with distance. The
scheme uses serially concatenated Reed–Solomon codes and
an inner repetition code to vary the code rate, combined with
single-carrier polarization-multiplexed -ary quadrature ampli-
tude modulation with variable and digital coherent detection.
Employing , the scheme achieves a maximum bit
rate of 200 Gb/s in a nominal 50-GHz channel bandwidth. A
rate adaptation algorithm uses the signal-to-noise ratio (SNR)
or the FEC decoder input bit-error ratio (BER) estimated by a
receiver to determine the FEC code rate and constellation size
that maximizes the information bit rate while yielding a target
FEC decoder output BER and a specified SNR margin. We
simulate single-channel transmission through long-haul fiber sys-
tems with or without inline chromatic dispersion compensation,
incorporating numerous optical switches, evaluating the impact
of fiber nonlinearity and bandwidth narrowing. With zero SNR
margin, we achieve bit rates of 200/100/50 Gb/s over distances
of 640/2080/3040 km and 1120/3760/5440 km in dispersion-com-
pensated and dispersion-uncompensated systems, respectively.
Compared to an ideal coding scheme, the proposed scheme ex-
hibits a performance gap ranging from about 6.4 dB at 640 km
to 7.6 dB at 5040 km in compensated systems, and from about
6.6 dB at 1120 km to 7.5 dB at 7600 km in uncompensated systems.
We present limited simulations of three-channel transmission,
showing that interchannel nonlinearities decrease achievable
distances by about 10% and 7% for dispersion-compensated and
dispersion-uncompensated systems, respectively.

Index Terms—Adaptive modulation, coherent detection, for-
ward error correction (FEC), information rates, optical fiber
communication, quadrature amplitude modulation, variable-rate
codes.

I. INTRODUCTION

E ARLY wireline and wireless communication systems
transmitted typically at a fixed information bit rate,

using a fixed forward error correction (FEC) code, modulation
order, and transmitted signal power. Many recent systems,
including asymmetric digital subscriber lines, WiMAX, and
high-speed downlink packet access, adapt these link param-
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eters depending on channel conditions (often time varying),
trading off bit rate (and thus spectral efficiency) for robustness.
Previous optical transmission systems, such as those based
on synchronous optical networking and synchronous digital
hierarchy, employed fixed bit rates. As Ethernet-based systems
are deployed in large-scale IP networks [1], transponders
using coherent detection and DSP will enable higher bit rates
and spectral efficiencies, and could also support rate-adaptive
transmission, with bit rates negotiated between routers and
transponders. Optical switches, such as reconfigurable optical
add-drop multiplexers (ROADMs), make it possible to route
signals optically over longer distances but add loss and can
limit signal bandwidth, all of which can make signal quality
more variable. Rate-adaptive transmission could help improve
network robustness, flexibility, and throughput. Although
present standardization efforts for optical transport networks
are concentrated on transmitting client data at fixed rates [2],
rate-adaptive modulation and coding may merit consideration
for future networks.
Variable-rate transmission using variable-rate codes with a

fixed constellation (4-QAM) was proposed in [3], where its
performance was evaluated for single-channel transmission in
systems using inline dispersion compensation. In this paper,
we evaluate variable-rate codes with variable-size constella-
tions (4-, 8-, and 16-QAM). We present extensive studies of
single-channel transmission in systems with or without inline
chromatic dispersion (CD) compensation, and some limited
studies of wavelength-division-multiplexed (WDM) trans-
mission to evaluate the impact of interchannel nonlinearities.
Considering that rate-adaptive transmission can significantly
extend transmission distances, we also study the implications
for relevant hardware requirements, namely equalizer filter
lengths and laser linewidths.
This paper is organized as follows. In Section II, we describe

the proposed scheme using variable-rate codes and variable-size
constellations, and a rate adaptation algorithm that uses mea-
sured signal-to-noise ratio (SNR) or FEC decoder input bit-error
ratio (BER) to determine the maximum supportable informa-
tion bit rate. In Section III, we describe simulations of the rate-
adaptive scheme in a model terrestrial network. In Section IV,
we present simulation results, including achievable informa-
tion bit rates as a function of distance, with or without CD
compensation. In Section V, we discuss the observed trend of
SNR versus distance and compare the performance of the pro-
posed scheme to information-theoretic limits. We also discuss
the results of three-channel simulations. We present conclusions
in Section VI. In the Appendix, we discuss error-probability
calculations.

0733-8724/$31.00 © 2012 IEEE
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Fig. 1. QAM constellations with bit-to-symbol mappings. (a) Square 4-QAM.
(b) Cross 8-QAM. (c) Square 16-QAM.

II. RATE-ADAPTIVE MODULATION AND CODING SCHEME

A. Variable-Size Constellations

We use PM- -QAM with modulation orders .
The constellations for the various are shown in Fig. 1, where
the signal amplitudes have been scaled so the average energy is
the same for all . Gray mapping is used for 4- and 16-QAM
square constellations. The bit mapping in [4] is used for the
8-QAM cross constellation, because we verified it performs best
in the presence of nonlinearity (although it is not optimal on an
AWGN channel [5]).

B. Variable-Rate FEC Coding Scheme

The FEC scheme uses serially concatenated Reed–Solomon
(RS) codes, referred to as RS–RS codes, in GF 1. A family
of variable-rate RS–RS codes is constructed by puncturing and
shortening a mother code that has a rate in the middle of the
desired range, as described in [3], trading off hardware com-
plexity and performance. Higher rate and lower rate codes are
generated by puncturing and shortening the inner RS code of
the mother code, respectively. Hard-decision decoding of the
RS–RS code is employed. The rates and performance of the
constructed codes are shown in Fig. 2, where and indicate

1This is a correction to GF(8) stated in [3].

Fig. 2. Performance of serially concatenated RS–RS codes with five different
rates, in terms of input and output BERs of the RS–RS decoder.

the length in bytes of the code word and message word, respec-
tively, and and are input and output BERs of the
RS–RS decoder. The curves in Fig. 2 have been calculated ana-
lytically assuming independent errors and no decoding failures
[6]. The highest rate code, with code rate 0.8765, offers a net
coding gain of about 7.6 dB at a decoded BER of , com-
parable to second-generation FEC codes [7].
To compensate for the diminishing gain obtained by hard-de-

cision decoding of RS–RS codes at low rates, as in [3], an inner
repetition code is added, with repetition factor ranging from
1 to 4. While suboptimal, repetition coding allows operation at
very low SNRwith minimal increase in complexity. Repetitions
are separated by 66 symbols, to make the scheme compatible
with the 64b/66b line coding used in 10 Gb Ethernet and pro-
posed for 100 Gb Ethernet. In order to minimize noise correla-
tion between repeated symbols caused by fiber nonlinearity and
CD, permutation of repeated symbols is performed, as in [3].
Soft-decision decoding of the repetition code is employed.
We assume that line encoding, RS–RS encoding, and repeti-

tion encoding are performed on a single serial bit stream, after
which, blocks of bits are permuted and mapped in round-
robin fashion to the tributaries of the PM- -QAM
signal. In order to minimize noise correlation between repeated
symbols caused by fiber nonlinearity, when , the second,
third, and fourth repetition of a block are permuted using dif-
ferent matrices as in [3]. The symbol mapping of FEC-encoded
and permuted bits is illustrated in Fig. 3, where and are two
polarizations and the bit index is defined in Fig. 1.

C. Rate Adaptation Algorithm

Given a symbol rate , an RS–RS code rate , a
repetition code rate , a line code rate , and a mod-
ulation order , the information bit rate can be calculated
as

(1)

assuming PM transmission.
The achievable bit rate is quantized into multiple seg-

ments , where . Each
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can be represented by a set of transmission parameters
, commonly referred to as a mode. For each trans-

mission mode, we define a threshold value for channel state
information (CSI), at which can achieve a target
decoder output BER, , on an additive white Gaussian
noise (AWGN) channel. The controller runs a rate adaptation
algorithm based on CSI that is estimated at the receiver and
reported to the transmitter. The transmitter monitors variations
of reported CSI, and adjusts the RS–RS and repetition code
rates and constellation size to maximize , while achieving

. We consider two possible choices for CSI: 1) SNR,
which is the SNR per symbol estimated at the derepeater soft
input, or 2) , which is the BER of hard decisions measured
at the derepeater output (RS–RS decoder input). We design the
rate adaptation algorithm such that it can provide an arbitrary
specified SNR margin.
A rate adaptation algorithm using SNR as CSI may not

reliably yield the highest feasible information bit rate when
SNR is not an accurate predictor of , but it is easiest to
understand, so it is described first. Fig. 4 shows information bit
rates and threshold values of SNR for different combinations
of on an AWGN channel, where the highest
bit rate Gb/s is achieved using (1) and assuming

Gsymb/s, for Code
1, and . The plots for are obtained assuming

and using Fig. 2, (1), and the following
relationships between SNR and for a QAM constellation
on an AWGN channel [8]:

(2)

(3)

where is the upper bound on the symbol-error ratio (SER)
at FEC decoder input considering only nearest neighbors, and

is the decoder input BER using the bit mappings shown in
Fig. 1. In (2), the Q-function is defined as

(4)

where is the complementary error function. The plots
for in Fig. 4 are computed from those for
by dividing by and subtracting from the
threshold value of SNR. The filled combinations
represent a possible choice of transmission modes, showing
one example that quantizes the range of and CSI values
into roughly equally spaced segments. Denoting the threshold
SNR value for mode on an AWGN channel by , a
threshold SNR value for mode with margin dB is defined as

dB as in [3].
An algorithm using as CSI is perhaps harder to under-

stand (though not necessarily harder to implement), but can re-
liably yield the highest feasible information bit rate, since
is an accurate predictor of for a hard-decision RS–RS de-
coder. can be estimated by the decoder from the number
of bit errors corrected in decoding. Assuming a highest achiev-

able bit rate Gb/s, Fig. 5 shows information bit
rates and threshold values of for different combinations
of . The plots for are computed assuming

and using Fig. 2 and (1)–(3). The plots for
are computed from those for by dividing

by . A threshold value of for mode with margin dB,
, is defined as the value of for at

dB on an AWGN channel.
A pseudocode for the rate adaptation algorithm using SNR or
as CSI is given as follows.

1) Initialize parameters to the highest rate mode.
a) Initialize mode: .
b) Initialize up/down counters: .

2) Check if rate change is necessary:
a) if CSI satisfies

i)
ii) if

b) elseif CSI does not satisfy
i)
ii) if

c) else
i)
ii)

3) Go to step 2.
denotes a threshold CSI value for mode

considering SNR penalty and SNR margin . The param-
eters and are SNR margins when changing rate up
and down, respectively, and and are counters when
changing rate up and down, respectively. Since SNRmay not be
a sufficiently accurate predictor of , as in [3], we introduce
SNR penalty parameters , which quantify the increase in SNR
required to achieve a specified when using ,
as compared to the AWGN case. We note that SNR penalty pa-
rameters are not required when using as CSI [3].

III. SYSTEM SIMULATIONS

We have evaluated the rate-adaptive transmission scheme in
the model long-haul system shown in Fig. 6. In most of the
study, we simulated a single channel with center wavelength of
1550 nm and nominal 50-GHz bandwidth, suitable for a WDM
system with 50-GHz channel spacing. The modulation is single-
carrier PM- -QAM using nonreturn-to-zero (NRZ) pulses at a
symbol rate Gsymb/s. We used the same models
for the modulator, drive waveform, and transmit filter as de-
scribed in [3]. We assume line coding at rate ,
yielding an information bit rate Gb/s for the highest
overall code rate and .
The fiber network comprises multiple 80-km spans of stan-

dard single-mode fiber (SMF). In dispersion-compensated sys-
tems, dispersion-compensating fiber (DCF) is used to precom-
pensate CD down to 3.1% residual dispersion per span (RDPS).
The parameters for SMF and DCF are summarized in Table I.
We use the same parameters for inline amplifiers, ROADMs (in-
serted at every third span), multiplexer, and demultiplexer as
provided in [3].
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Fig. 3. Mapping of FEC-encoded and permuted bits to PM- -QAM symbols assumed in model system, where and are two polarizations and the bit index
follows the definition in Fig. 1.

Fig. 4. Information bit rate versus threshold SNR per symbol for PM- -QAM
on AWGN channel. Information bit rates are computed using (1), while SNR
values are computed by combining (2), (3), and Fig. 2. The set of filled

combinations represents a possible choice of modes for
rate-adaptive transmission.

The receiver employs a fifth-order Butterworth antialiasing
filter of 3-dB bandwidth , samples at a rate of complex
samples per polarization and performs digital compensation of

Fig. 5. Information bit rate versus threshold for PM- -QAM on
AWGN channel. Information bit rates are computed using (1), while
values are computed by combining (2), (3), and Fig. 2. The set of filled

combinations represents a possible choice of modes for
rate-adaptive transmission.

CD and polarization-mode dispersion using finite impulse re-
sponse time-domain filtering, as described in [9]. We found that
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Fig. 6. Model long-haul optical system that consists of line and FEC encoder/decoder, equalizer, PM- -QAM modulator/demodulator, dispersion precompen-
sation fiber, and multiple spans. Note that precompensation and inline DCFs are bypassed for simulation of dispersion-uncompensated system.

TABLE I
PARAMETERS FOR SMF AND DCF. DCF IS OMITTED FROM

DISPERSION-UNCOMPENSATED SYSTEMS

in order to render residual intersymbol interference (ISI) negli-
gible, the number of equalizer taps optimized at each transmis-
sion distance is

(5)

This is about twice the number given in [9], which would result
in a 2-dB penalty from residual ISI. The first term of (5) cor-
responds to the group delay spread from uncompensated CD,
which varies with transmission distance, while the second term
corresponds to the group delay spread from the transmitter and
receiver filters, which is independent of transmission distance.
The effective value of the product can be computed as

(6)

where is the number of spans, and are
the CD parameters of SMF and DCF, respectively, and
and are the lengths of SMF and DCF in the th span,

Fig. 7. Number of filter taps employed in the equalizer based on the formula
(5), for dispersion-compensated and dispersion-uncompensated systems. For

km, an uncompensated system requires more than ten times as many
filter taps as a compensated system.

respectively. Using (5), Fig. 7 shows that the dispersion-uncom-
pensated system requires more filter taps than the compensated
system, by more than an order of magnitude for km.
Signal propagation is simulated by numerical integration

of the vector nonlinear Schrödinger equation by the split-step
Fourier method [10].
We estimate at the derepeater output using two dif-

ferent methods, depending on the confidence level obtained
by error counting. In the first regime, we estimate by
error counting. We define , to be the
value of the estimate of such that the true value does
not exceed 130% of the estimate with 95% confidence. We
find that
and . At least for estimated values
of down to , we simulate a sufficient number
of symbols to obtain the specified confidence level. In this
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regime, we find that the uncertainty in corresponds to
0.2 dB uncertainty in SNR. In the second regime, when
estimated by error counting is below , we estimate
noise standard deviations and compute as described in
the Appendix, in order to reduce simulation time for very low
values of . We estimate that the BER computation method
in the Appendix yields uncertainties in corresponding to
SNR uncertainties of 0.18, 0.56, and 0.38 dB for ,
and 16, respectively.
At each transmission distance, and for each repetition factor
, the launched power is optimized with 1 dB resolution, to

minimize the value of estimated using the twomethods de-
scribed in the previous paragraph. We have found that in cases
when both methods have been used, they result in the same op-
timized power in about 80% of the cases, and only a 1-dB dif-
ference in the remaining cases.

IV. SIMULATION RESULTS

In order to evaluate the rate-adaptive scheme, at each trans-
mission distance, for each modulation order, and for each repe-
tition factor, after the transmit power is optimized, the received
SNR per symbol and decoder input BER are recorded. The SNR
per symbol is estimated by calculating the ratio between the av-
erage symbol power and the noise variance, which is empirically
measured at the derepeater input or output.
Fig. 8 shows the SNR per symbol observed at the derepeater

output versus transmitted power for various repetition fac-
tors , for a representative transmission distance
for each modulation order, with and without dispersion com-
pensation. In Fig. 8(a), for , we observe improvements
in SNR of 2.9–3.0, 4.5–4.8, and 5.7–6.0 dB for as
compared to , which are close to the full repetition gains
expected for AWGN. Fig. 8(b) and (c) shows improvements in
SNR of 2.6–2.8, 4.0–4.2, and 5.0–5.2 dB for for

, and 2.5–2.7, 4.0–4.2, and 5.1–5.3 dB for .
For multilevel modulations, the observed improvement in SNR
is less than expected for AWGN, presumably because they are
more sensitive to fiber nonlinearity.
We have employed the rate adaptation algorithm of

Section II-C, using as CSI, and using all possible
transmission modes in Fig. 5. We assume a required FEC
decoder output BER , SNR margins

dB, and counter parameters
(because we assume static channel condi-

tions). Fig. 9(a) and (b) presents achievable information bit rates
with and without inline dispersion compensation, respectively,
as a function of transmission distance. In dispersion-compen-
sated systems, with zero margin, a bit rate Gb/s can
be realized up to 640 km, with the achievable rate decreasing
by approximately a factor of two for every additional 1000 km.
In dispersion-uncompensated systems, with zero margin, a bit
rate Gb/s can be realized up to 1120 km, with the
achievable rate decreasing by approximately a factor of two for
every additional 2000 km.
We evaluated as described in Section III. We find that

the uncertainty of (either measured by error counting
above or computed as described in the Appendix
below ) may result in a reduced transmission distance
by at most one span for dispersion-compensated system, but the

Fig. 8. SNR observed at derepeater output (RS–RS decoder input) as a function
of transmitted power, for various repetition factors, with and without dispersion
compensation. (a) 4-QAM: km and 4000 km. (b) 8-QAM:

km and 2400 km. (c) 16-QAM: km and 1200 km.

penalty may increase to two spans for uncompensated systems
at distances above 5000 km.
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Fig. 9. Achievable information bit rates versus transmission distance for dif-
ferent SNR margins. The set denotes the modulation order, rep-
etition factor and type of RS–RS code. (a) Dispersion-compensated system.
(b) Dispersion-uncompensated system.

V. DISCUSSION

In this section, we examine how the optimized mean non-
linear phase shift and SNR in the model system scale with trans-
mission distance, and estimate the performance gap between
the proposed rate-adaptive scheme and an ideal coding scheme
achieving information-theoretic limits. We also address laser
linewidth requirements. Then, we assess how achievable in-
formation bit rates are affected by interchannel nonlinearity in
WDM systems.
After optimizing the transmitted power , we computed the

resulting mean nonlinear phase shift using [3, eq. (11)].
Optimized values of versus transmission distance for
unit repetition factor, are shown in Fig. 10(a) and
(b) for dispersion-compensated and dispersion-uncompensated
systems, respectively. We observe that approximately
follows the power laws:

%
%

(7)

Fig. 10. Mean nonlinear phase shift values computed at optimized launched
power levels at repetition factor , and fitted by a power law of the
form (7). (a) Dispersion-compensated system. (b) Dispersion-uncompensated
system.

where the constants and the exponents of have been
found by curve fitting. In the dispersion-compensated system,

scales as , a slightly stronger dependence than in sys-
tems using a fixed polarization multiplexed quadrature phase-
shift keying (PM-QPSK) constellation [3], where the depen-
dence was found to be . In the dispersion-uncompensated
system, the dependence is consistent with [11], where the
optimized power was found to be roughly independent of .
We consider several different measures of SNR and compare

these to an equivalent SNR corresponding to the information
bit rate achieved by the proposed rate-adaptive scheme. This
discussion makes reference to Fig. 11(a) and (b), which de-
scribes dispersion-compensated and -uncompensated systems,
respectively.
The uppermost solid curves in Fig. 11(a) and (b) show

, which is an empirical estimate of the SNR per
symbol (in two polarizations) as limited only by accumulated
optical amplifier noise:

(8)
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Fig. 11. Different measures of SNR compared to the SNR required for an
ideal capacity-achieving coding scheme to achieve error-free transmission at
the information bit rate achieved by the proposed rate-adaptive scheme.
(a) Dispersion-compensated system. (b) Dispersion-uncompensated system.

Here, is the transmitted signal power, optimized at each
transmission distance without repetition encoding ,
which equals the received signal power at the demultiplexer
input, since the network is designed to have unit signal gain.
is the noise power in two polarizations and is computed using
[3, eq. (8)]. In general, the noise power is proportional to
the number of amplifiers traversed [12], so it scales linearly
with distance, . The dashed curves in Fig. 11(a) and
(b) show for dispersion-compensated and
dispersion-uncompensated systems, respectively, which is a
power-law fit to the observed as a function of
transmission distance :

%

% .
(9)

The constant and the exponents of have been
found by curve fitting. In the dispersion-compensated system,

scales as , a slightly weaker dependence

than in systems using a fixed PM-QPSK constellation [3],
where the dependence was found to be . In the dis-
persion-uncompensated system, the dependence is
consistent with [11], where the optimized SNR was found to
scale as . Considering the dependencies of and
on through the relationship [13], the power
laws in (7) and (9) are consistent.
The middle solid curves in Fig. 11(a) and (b) show

for dispersion-compensated and
dispersion-uncompensated systems, respectively, which is the
SNR per symbol observed empirically at the derepeater input,
and includes all effects of amplifier noise and fiber nonlinearity
(“equivalent” refers to the fact that their sum may not be
Gaussian-distributed). At small
is about 2.6 and 2.7 dB lower than for disper-
sion-compensated and dispersion-uncompensated systems,
respectively, indicating that at the optimum , amplifier noise
and nonlinear noise powers are approximately equal, while
at large , the difference increases to about 4.3 and 7.0 dB
for dispersion-compensated and dispersion-uncompensated
systems, respectively, presumably because significant ROADM
channel narrowing over long distances causes equalizer noise
enhancement.
The bottom solid curves in Fig. 11(a) and (b),

, are computed by inverting the formula
for the capacity of a ideal discrete-time AWGN channel
transmitting at symbol rate in two polarizations, i.e.,

:

(10)

corresponds to the SNR required for an
ideal, capacity-achieving coding scheme to achieve error-free
transmission at the information bit rate achieved by the
proposed scheme with zero SNR margin in Fig. 9. The ver-
tical separation between and

is an estimate of the performance gap be-
tween an ideal rate-adaptive scheme and the scheme proposed
here. For dispersion-compensated systems, the gap ranges from
about 6.4 to about 7.6 dB as varies from 640 to 5040 km.
For dispersion-uncompensated systems, the gap ranges from
about 6.6 to about 7.5 dB as varies from 1120 to 7600 km.
Much of the increase in the gap arises from the inefficiency of
the repetition coding used beyond 3280 and 5760 km for dis-
persion-compensated and dispersion-uncompensated systems,
respectively. We expect that some, but not all, of this gap can
be closed by using more powerful FEC codes.
We now discuss requirements placed on laser linewidths by

the proposed rate-adaptive scheme. We evaluated linewidth
requirements including equalization-enhanced phase noise
effects for both dispersion-compensated and dispersion-un-
compensated systems using the results of [14] and [15]. We
assume the system will be designed so that all phase noise
effects cause a 1-dB penalty, and that to accommodate this
penalty, the transmission mode is chosen to pro-
vide a margin of 1 dB at each transmission distance, as specified
in Fig. 9. We assume identical linewidths for the transmitter
and local oscillator. We find that the narrowest linewidth
requirements are at the shortest distances, where 16-QAM is
used. These requirements are about 2.6 MHz and 800 kHz
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Fig. 12. Achievable information bit rates versus transmission distance with
zero SNRmargin, comparing one- and three-channel transmission systems. The
set denotes the modulation order, repetition factor and type of
RS–RS code for the center channel, and denotes the modulation order for
the neighboring channels, when present. (a) Dispersion-compensated system.
(b) Dispersion-uncompensated system.

for dispersion-compensated and dispersion-uncompensated
systems, respectively, which can be met using commercially
available lasers, such as distributed feedback devices with
linewidths less than 200 kHz [16].
Timing recovery should be designed carefully to yield accept-

ably small jitter at the extremely low operating SNRs enabled
by the proposed rate-adaptive scheme.
Finally, we discuss three-channel simulations to evaluate

the impact of interchannel nonlinearities in WDM sys-
tems. Based on [17], we estimate that simulating a dense
WDM system with channels increases required simu-
lation time by . For , this corresponds to a
factor of 46.8, so we have performed a limited number of
three-channel simulations. We studied only and
16, and , considering various combinations of mod-
ulation orders for the center and neighboring
channels: ,
and . In single-channel transmission, optimal
transmit power levels for 4-QAM are 1 and 0 dB higher than

those for 16-QAM in dispersion-compensated and disper-
sion-uncompensated systems, respectively. We maintain these
power-level ratios in three-channel simulations and optimize
the transmit power as described in Section IV. Optimized
transmit powers for three-channel transmission are 1 dB lower
than for single-channel transmission for both 4- and 16-QAM
in both dispersion-compensated and dispersion-uncompensated
systems.
Employing the rate adaptation algorithm of Section II-C,

Fig. 12(a) and (b) shows achievable information bit rates
with zero SNR margin as a function of transmission distance,
with and without inline dispersion compensation, respectively,
comparing one- and three-channel systems. We observe that
in three-channel systems, for a given information bit rate,
maximum transmission distances are decreased by 1–3 spans
and 2–5 spans in dispersion-compensated and dispersion-un-
compensated systems, respectively. These distance reductions
correspond to about 10% and 7% for dispersion-compensated
and dispersion-uncompensated systems, respectively. We note
that the distance reduction is slightly worse when neighboring
channels use 16-QAM, which is not a constant-envelope mod-
ulation scheme. We expect that qualitatively similar results
would be obtained for all modulation orders, repetition factors,
and SNR margins, or including a larger number of neighboring
channels. We caution, however, that much greater performance
degradation is expected when neighboring channels use certain
legacy modulation schemes, such as 10 Gb/s NRZ [18] or as the
number of neighboring channel increases [19]. Multichannel
simulations could be sped up significantly using graphics
processing unit-based methods [20].

VI. CONCLUSION

We have studied a rate-adaptive transmission scheme using
variable-rate FEC codes, variable signal constellations, and a
fixed symbol rate. The FEC scheme employs serially concate-
nated RS codes with hard-decision decoding, using shortening
and puncturing to vary the code rate. An inner repetition code
with soft combining provides further rate variation. We have
combined the FEC scheme with single-carrier PM- -QAM
with varying and digital coherent detection, evaluating per-
formance in a model long-haul system with and without in-
line dispersion compensation. With zero SNR margin, the in-
formation bit rates of 200/100/50 Gb/s are achieved over dis-
tances of 640/2080/3040 and 1120/3760/5440 km for disper-
sion-compensated and dispersion-uncompensated systems, re-
spectively. Compared to an ideal coding scheme achieving in-
formation-theoretic limits on an AWGN channel, the proposed
scheme exhibits a performance gap ranging from about 6.4 dB
at 640 km to 7.6 dB at 5040 km for dispersion-compensated
system, and from about 6.6 dB at 1120 km to 7.5 dB at 7600
km for dispersion-uncompensated system. Much of the increase
in the gap can be attributed to suboptimality of the repetition
coding used beyond 3280 and 5760 km for dispersion-compen-
sated and dispersion-uncompensated systems, respectively. We
found that the SNR as limited by amplifier noise scales with
distance as and for dispersion-compensated
and dispersion-uncompensated systems, respectively. In three-
channel systems, interchannel nonlinearities decrease achiev-
able distances by about 10% and 7% for dispersion-compen-
sated and dispersion-uncompensated systems, respectively.
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Fig. 13. Different classes of constellation points and Q factors. (a) 4-QAM:
one class of points and one class of constellation point pairs. (b) 8-QAM: two
classes of points and two classes of pairs. (c) 16-QAM: three classes of points
and four classes of pairs.

APPENDIX

In this appendix, we discuss methods to compute error proba-
bilities. All quantities considered here are measured at the dere-
peater output (in the case , all quantities are the same
at the derepeater input). As described in Section II-A, we as-
sume Gray mapping for or the mapping of [4] for

, so the BER and SER are related by (3). A
constellation with points can be divided into equivalence
classes of points, denoted by , where class in-
cludes points. The constellation can also be described as
including equivalence classes of pairs of points, denoted by

. This notation for points and pairs of points is il-
lustrated in Fig. 13. Values of the parameters for constellations
with are given in Table II.
Suppose the minimum distance between in a constellation

is . Let denote the number of nearest neighbors at dis-
tance with which a point in class forms pairs in class .

TABLE II
CLASSES OF CONSTELLATION POINTS AND Q FACTORS.

THE NOTATION IS DEFINED IN THE TEXT

Fig. 14. Conditional probability densities of received signal (at equalizer
output) along a line joining a point in class with a neighbor with which it
forms a pair in class .

Fig. 14 shows the conditional probability densities of the re-
ceived signal (at the equalizer output) along the line joining a
point with its neighbor. Let be the ensemble-average stan-
dard deviation of the total “noise” (including residual ISI and
nonlinearity) on the point in class , and let denote the cor-
responding quantity on the neighboring point. Assuming the de-
cision threshold is set midway between the points (as in our im-
plementation), assuming the total “noise” is Gaussian, the en-
semble-average SER for a point in class can be approximated
as

(11)

If and are unequal (as indicated in Fig. 14), the error
probability can be minimized by setting the threshold at a dis-
tance from the point in class . Defining a
factor for the pair of class :

(12)

the SER for the point in class is approximated as

(13)
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In any case, the average SER is given by

(14)

Note that in the AWGN case, for a given constellation, all
and become equal, all become equal, and (11) and (14)
[or (13) and (14)] become equivalent to (2).
To test the accuracy of our error-probability analysis, after

propagating signals through our nonlinear fiber network, we es-
timated the standard deviation of the total “noise” on each con-
stellation point. As a first test, we computed using (11),
and employed (14) and (3) to compute . We then compared
the results to measured by error counting. For ,
predicted and measured values of agreed within 0.18 dB,
as in [3]. For , measured values exceeded computed
values by factors corresponding to 0.56 and 0.38 dB, respec-
tively. As a second test, we computed the using (12), and
employed (13), (14) and (3) to predict . Compared to values
of measured by error counting, we observed the same er-
rors (within 0.01 dB) as with the first method. The com-
putation method using (3), (11), and (14) was employed in op-
timizing the transmit power and estimating when the ex-
pected is very low, as described in Section III.
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